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Linguistic features discriminating between native English speakers and East 

Asian learner groups with different proficiency levels 

 

Mariko ABE; Yuichiro KOBAYASHI; Masumi NARITA 

Chuo University; Ritsumeikan University; Tokyo International University 

abe.127@g.chuo-u.ac.jp; kobayashi0721@gmail.com; mnarita@tiu.ac.jp 

 

In recent years, the application of large computational databases of written and spoken samples 

produced by language learners has developed as a way to create a general picture of interlanguage 

use. However, fewer learner corpus-based studies have targeted East Asian learners of English, 

because a sufficiently large-scale learner corpus with proficiency level information based on an 

objective rubric was not available to the public. Additionally, despite early work on Second 

Language Acquisition (SLA), relatively few researchers have been concerned with describing 

interlanguage development using multiple linguistic features (Biber, Conrad, & Reppen 1998). 

 

In order to address these problems, this study aims to profile the language use characteristics of East 

Asian learners of English from multiple linguistic aspects. The following research question is 

investigated to accomplish this purpose: What linguistic features distinguish native and non-native 

speakers of English and the proficiency levels of different L1 groups?  

 

The present study is based on the methodology originally developed by Biber (1988) to analyze the 

differences in the spoken and written language of native speakers of English. As in Biber’s (1988) 

study, we used a large amount of linguistic data showing multiple linguistic features to identify the 

linguistic features characterizing learner language. We used the International Corpus Network of 

Asian Learners of English (ICNALE), the largest East Asian composition database in which each 

composition was coded with the participant’s CEFR level. Written compositions by 2,000 EFL 

learners and 400 native speakers of English were analyzed in terms of the automatically extracted 58 

linguistic features in Biber’s (1988) list.  

 

We used correspondence analysis and cluster analysis, since they are more suitable for investigating 

similarities among variables (McEnery & Hardie 2012). Correspondence analysis is suitable for 

reducing the complexity of the data, and cluster analysis is useful for classifying large groups into 

meaningful clusters that are similar to each other. Correspondence analysis was used to initially 

identify whether various linguistic features cluster to form CEFR levels and then cluster analysis was 

used to specify groupings of CEFR levels by different L1s in more detail.  

 

The results indicated that “native speakers of English and EFL learners from Hong Kong” and “EFL 

learners from Japan, Korea, and Taiwan” clearly formed two different groups. Learners tended to use 

nouns more frequently than native speakers of English. Most interestingly, Japanese EFL learners 

used (1) first person pronouns, (2) the present tense, and (3) independent clause coordination more 

frequently than the other L1 groups, although they showed less frequent use of (1) attributive 

adjectives, (2) emphatics, (3) other adverbial subordinators, and (4) predictive modals. In contrast, 

native speakers of English used (1) the perfect aspect, (2) split auxiliaries, (3) adverbs, and (4) the 

relative subject more frequently than the learner groups. 

 

English proficiency of four learner groups was classified into three clusters: (1) native speakers of 

English, CEFR B1- and C1-level learners in Hong Kong, and C1-level learners both in Japan and in 

1



Korea, (2) A2-, B1-, and B2-level learners in Japan, and (3) the rest of the learners. It is noteworthy 

here that learners from Hong Kong seem to have higher proficiency than the others, and the more 

frequent use of first personal pronouns found in A2- to B2-level learners in Japan seems to 

discriminate these proficiency levels from their C1-level peers.  

 

In conclusion, frequency patterns of key linguistic features were identified to distinguish both learner 

language variation and English proficiency levels among different L1 groups. To enhance our 

understanding of the nature and characteristics of learner language, further studies are necessary to 

fully examine the criteriality of major distinguishing features of proficiency levels that have emerged 

from the present analysis, as strongly suggested by Hawkins and Filipović (2012).  
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Since its publication in 2001, the Common European Framework of Reference for Languages 
(CEFR) has gained a leading role as an instrument of reference for language teaching and 
certification and for the development of curricula (cf. CEFR 2001). At the same time, there is a 
growing concern about CEFR reference levels being insufficiently illustrated, leaving practitioners 
without comprehensive empirical characterizations of the relevant distinctions. This is particularly 
the case for languages other than English (cf. e.g. Hulstijn 2007, North 2000). 
The MERLIN project addresses this demand for the first time for Czech, German and Italian by 
developing a didactically motivated online platform that enables CEFR users to explore authentic 
written learner productions that have been related to the CEFR levels in a methodologically 
sophisticated and rigorous way. The core of the multilingual online platform is a trilingual learner 
corpus relying on a cross-linguistic design and composed of roughly 2300 learner texts produced in 
standardized language certifications (as used by telc, DE,  UJOP-Charles University in Prague, CZ as 
well as UNIcert, DE) validly related to the CEFR, covering the levels A1-C1. 
The aim of this paper is both to present the MERLIN project and its corpus and to discuss its current 
state. In addition to providing preliminary statistics, we detail three key aspects: (1) the data 
collection and transcription, (2) the creation of the annotation schemata and (3) the technical design 
of the workflow devised to compile and query the corpus. For each of these aspects, we highlight its 
requirements and the means employed for the underlying tasks. We also discuss the challenges 
induced by the cross-linguistic nature of the project: particularities of languages from three different 
families (Slavic, Germanic and Romance) have to be covered, both on a linguistic and a technical 
perspective. 
(1) We explain how data was collected under standard test conditions during accredited and audited 
tests from highly representative testing institutions. We also explain how texts were rated by 
specially trained experts on the basis of guidelines created for the three languages (CEFR scales 
used: vocabulary range, vocabulary control, grammatical accuracy, coherence & cohesion, 
sociolinguistic appropriateness, orthographic control) and how statistical quantitative and qualitative 
measures, e.g. Rasch analyses to estimate inter-/intra-rater reliability, were devised to ensure quality. 
To ensure test intra-rater reliability, we double-rated part of the corpus. 
Regarding transcription, we detail how the hand written texts were transcribed and encoded in XML 
using a set of transcription tags (<greeting>, etc.), double-checked following guidelines we have 
developed, and prepared for additional manual and automatic processing. 
(2) We explain how indicators of L2 proficiency were identified to be later used for analyzing the L2 
productions. These indicators were selected through a large study of four different perspectives: (a) 
inductively derived indicators on the basis of the linguistic analyses of the performance samples, (b) 
CEFR indicators derived on the basis of the operationalisation of the CEFR scale descriptors, (c) 
deductively derived indicators on the basis of the relevant literature on SLA and language testing, (d) 
experientially derived indicators on the basis of textbook analyses and the projects questionnaire 
study. We thus explain how the meaningful and robust indicators for describing L2 competences for 
Czech, German and Italian were identified and how harmonised annotation schemata taking both 
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common and language-specific features into account (e.g. gender/article in German, reflexive 
possessive pronouns in Czech, pronoun particles in Italian) were established (cf. e.g. Wolfe-
Quintero, Inagaki & Kim 1998, Ortega 2003, Read 2007, Rimrott & Heift 2008, Housen & Kuiken 
2009, Lu 2011, Granger & Bestgen 2011, Mellor 2011, Vajjala & Meurers 2012). 
(3) We detail how we split the workflow into five fundamental tasks: transcription, manual 
annotation, automatic annotation, linguistic analysis and conversion of the data to the required 
formats. Corpus representation decisions taken at the beginning have important and long-lasting 
implications in terms of the broad and sustained usefulness of a corpus. Fundamental decisions on 
basic units, such as tokenization and anonymisation, influence all later annotation steps and the 
ability to retrieve the data appropriate for a particular use case. We discuss the fundamental 
representation issues and the tools we developed or adapted (e.g. Schmidt 1994, Müller & Strube 
2006, Zeldes et al. 2009).  
Currently, the corpus consists of about 200 texts for each of the included CEFR level and for each 
language. The texts are enhanced with standardized metadata such as the learners L1, test and task 
descriptions. The devised annotation schemata are being tested in a pilot manual annotation to 
validate their coverage and validity for all three languages. Challenging aspects are detected and 
improved and annotation guidelines are being adapted consequently. 
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That as a complementizer and a relativizer is one of the most common ambiguous 
grammatical categories in learners’ syntactic analyses. In using that, they encounter series of 
syntactic and semantic difficulties in which their L1 and L2 are significant factors. Previous 
studies (like Nomura 1993 and Khalifa 2004) focused on difficulties for learners to 
distinguish that relativizer from that complementizer in syntactic analyses and constructions.  

Using part of the LONGDALE project1 (Longitudinal Database of Learner English), we 
extracted data from 110 files containing about 68,200 words to examine the use of that in 
learners’ discourse. In our study, we explore how effectively learners use that in noun 
complement and relative clauses. Using AntConc2, we have analyzed the syntax and the 
frequency of these two structures. The data show that for the expression of restrictive 
specification, learners use that relative clauses than that nominal complement clauses more 
extensively: 90 occurrences of the former vs. 18 of the latter. Among the 18 occurrences, 
there are 6 with the head noun fact, 4 with problem, 2 with thing, 2 of impression and 1 of 
feeling, moral, stereotype and sense, (see Schmid 2000, Ballier 2004 / 2007, Kanté 2010 / 
2011, for structural variants and a discursive analysis of noun complement clauses).  

In this paper, we firstly show that when we address the issue in learners’ discourse, the 
syntactic distinction is not necessarily the main issue, but rather the tendency to use a limited 
number of head nouns and to resort to L1 syntactic pattern transfers. In using the 
complementizer that, the challenge for learners seem to be more a matter of restricted usage 
rather than struggling with errors. In other words, learners tend to use a limited number of 
complement clauses with a very limited number of head nouns such as fact, impression, 
problem, feeling, etc. Most of the patterns, as far as the noun and the subordinator are 
concerned, are collocationally correctly used. The few errors are mostly found at other 
syntactic levels.  

Secondly, along with Biber and Reppen’s (1998: 148-150) observation of transfer 
effects between L1 and L2 in the use of verbal that-clauses, we observe a similar 
phenomenon with that noun complement clauses too. For instance, the head noun moral in 
the example below is very significant in this respect, since it is almost a direct translation of 
the French left dislocation construction (la morale de l’histoire (c’)est que, example 1). 
Interestingly, instead of using the noun story in English the speaker uses history, which is 
rather unexpected in this context. 

(1) ... and some people (er) conduce conduces us to a an hospital and (em) (er) the 
moral (er) in (er) that history is that (er) today I have my (er) my (er) driving 
li= licence and (er) I know that (er) that (er) roads are very very dangerous
 [DID0080-S001.txt, L.765] 

                                                 
1 LONGDALE is an international project involving ten partner universities around the world 
(https://www.uclouvain.be/en-cecl-longdale.html) / http://www.clillac-arp.univ-paris-
diderot.fr/projets/longdale) 
2 http://www.antlab.sci.waseda.ac.jp/antconc_index.html 
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In a contrastive perspective, the comparison with a native corpus will allow us to further 
analyze this phenomenon and find out more semantic-syntactic sources of errors.  

Thirdly, in addition to transfer effects between L1 and L2, we further hypothesize that 
L2 learners seem to restrict some nouns for that-nominal clauses and others for relative 
clauses. Even though any noun can basically be used as an antecedent for relative clause, L2 
learners tend to reserve common head nouns like impression, problem, feeling, story, etc. to 
that-complement clauses. They barely use those nouns as a relative antecedent even though 
they are not subject to any selectional constraint in this construction. In our data, the only case 
in which the same noun complement that-taking noun occurs in a relative structure is the noun 
thing (cf. Aijmer 2004).  

(2) <B>(em) the first thing is that I travel a lot with my parents<B/> <A>(uhu) 
(uhu)<A/> <B>so I enjoy speaking speaking in english<B/> [DID0028-S001.txt, 
L.225] 

(3) <B>(em) (..) because (em) it’s maybe the only thing that I like I don’t (laugh) I 
don’t  really like mathematic... [DID0026-S001.txt, L. 215] 

Finally, as Biber and Reppen (1998: 151-156) observe “lexical associations” in that-clause 
controlled by a verb in learners discourse, a similar phenomenon is reflected in recurrent 
collocational patterns for the use of that noun complement clauses. 
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Investigating the influence of multi-L1 learner corpora variables on native language identification 
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Native language identification (NLI) is the task of automatically identifying the L1 background of a non-

native writer (Koppel et al. 2005). NLI is receiving an increasing amount of attention both as a natural 

language processing (NLP) text classification task (Swanson and Charniak, 2012; Wong et al., 2012) as 

well as an approach to studying language transfer within the field of second language acquisition (Jarvis 

and Crossley, 2012). The standard method for NLI is to apply some form of machine learning, i.e. training 

statistical classifiers on multi-L1 learner corpora. Until recently, nearly all NLI research relied entirely on 

the well-known International Corpus of Learner English or ICLE (Granger et al., 2009), in part because 

there have been few other multi-L1 corpora available. However, some NLI researchers have suggested 

that training and testing in a single corpus is problematic due to within-corpus biases (Brooke and Hirst, 

2012), and cross-corpus testing (that is, training on one corpus and testing on another) has recently be-

come a fairly standard alternative (Tetreault et al., 2012; Bykh and Meurers, 2012). At the same time, a 

number of other (English L2) multi L1-corpora have become available to researchers, including the First 

Certificate of English (FCE) portion of the Cambridge Learner Corpus (Yannakoudakis et al. 2011), the 

Lang-8 web journal corpus (Lang-8) (Brooke and Hirst 2012), the International Corpus of Crosslinguistic 

Interlanguage (ICCI) (Tono et al. 2012), the International Corpus Network of Asian Learners of English 

(ICNALE) (Ishikawa 2011), and the TOEFL11 corpus (Tetreault et al., 2012). There are significant differ-

ences, however, across these various corpora with regard to variables such as topic, genre, and learner 

proficiency, and the cross-corpus research done so far suggests that these variables may be having a 

significant effect on NLI performance; in this paper we will make use of the variety of new corpora and 

the cross-corpus approach to isolate the influence of particular corpus variables on the NLI task. 

We first provide analysis of our six multi-L1 corpora with respect to the variables we are interested in, in 

particular topic, genre, and learner proficiency. With regards to topic, our corpora range from those 

which are very tightly controlled for a very small range of topics (e.g. the ICNALE, which has just two top-

ics) to one with no such restrictions (the Lang-8). Most of the corpora are college-level texts, but three 

of them (TOEFL11, FCE, and ICNALE) are tagged for proficiency differences, and the ICCI includes much 

younger students.  Essays are the most popular genre, but across the corpora there is a clear distinction 

between argumentative and descriptive essays, and two corpora (the FCE and the Lang-8) have a very 

different composition, with the former in particular consisting mostly of letters and stories. Of practical 

interest here are also the L1s represented, since we cannot compare corpora which do not have over-

lapping L1s; fortunately, all the corpora represent students from Japan and China, and there are much 

larger overlaps for some smaller groupings of corpora.  

Our central methodology is to select sets of corpora where one of two (or more) training corpora has 

the same property as a third test corpus while the second training corpus is markedly different; we then 

perform cross-corpus NLI to see if the difference seems to be having an effect on performance. For ex-

ample, to test the effect of genre, we use the ICLE as a test set and compare the effectiveness of training 
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in the TOEFL11 (same genre) to the FCE (different genre). Variables such as text length and overall token 

count are strictly controlled for, and other variables as much as is possible within the limitations of the 

corpora. For features, we use two well-established options: raw lexical n-grams (unigrams and bigrams) 

and abstracted POS/function word n-grams (where lexical words are replaced with their parts-of-

speech). We found clear effects for all three of the variables. We were surprised to find that differences 

in proficiency appear to have greater effect on performance than genre. For instance, when we test in 

the ICLE, we find that by far the best training set is the very similar TOEFL corpus, followed by the FCE, 

which differs only in genre, followed by the ICCI, which differs in proficiency, and finally the Lang8, 

which differs in both genre and proficiency. But when testing in the FCE, the ICNALE showed much 

worse performance than the Lang-8; its lack of variety in topic seems to severely limit its effectiveness 

as an NLI training corpus, at least on its own. If we consider the possibility of combining multiple corpora 

for training, we find that only the ICCI consistently lowers performance when included, perhaps because 

its low-proficiency European texts confuse the classifier, which may be relying partially on proficiency to 

discriminate Asian and European texts.  
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The present paper discusses lexical priming (Hoey 2004, 2005) in the context of second language 
acquisition.  Lexical priming is a central notion in language acquisition and language use, and the 
mastery  of  phraseological  units  is  based  on  it.  Lexical  priming  refers  to  the  language  user’s  ability  
to form typical and correct expressions in their native language effortlessly. It involves collocations 
and colligations, as well as semantic and pragmatic association concerning both cotext and wider 
context of the word (see also lexical item in Sinclair 1998).  

Phraseology and lexical priming on the whole pose challenges for language learners. Several studies 
(Granger 1998; Nesselhauf 2005; Jantunen 2007) have shown that even advanced language learners 
have great difficulty with nativelike collocations and idiomaticity; many grammatical constructions 
produced by language learners sound unnatural and foreign. It is also shown (Jantunen & Brunni 
2013) that when the focus is on the synthetic languages morphological primings in learner 
production differ from the ones that native speakers produce. 

According to the basic hypotheses  of  Hoey’s  postulation  the  priming  process  of  polysemous  words  
alters from meaning to meaning. Utilising the polysemous verb ANTAA,  (e.g.  ‘to  give’,  ‘to  pass’,  ‘to  
allow’,   ‘to   assign’,   ‘to   offer’), I have used Contrastive Analysis to compare and contrast the 
phraseological units of learner language of different proficiency levels and native language. In this 
study the focus is mainly on the frequently occurring phenomenona in the cotext of word. These 
include collocations, colligations as well as semantic preferences (i.e. every word is primed to occur 
in association with particular semantic sets). In such a morphophonologically rich language as 
Finnish, in addition to the examples stated above, morphological priming also takes place: the core 
and the words in cotext are primed to occur in and therefore favour certain inflectional forms both 
in the core and in the cotext. All these four phenonenona are analysed using WordSmith Tools 
version 4 (Scott 2004). With this information and data I have compared it with the reference 
material produced by native speakers. 

The data is a part of the International Corpus of Learner Finnish (Jantunen 2011). The texts are 
produced by university students from 22 mother tongue backgrounds and different proficiency 
levels evaluated using the Common European Frame of Reference for Languages. The data is from 
the following proficiency levels: A1: 1050 tokens, A2: 59 459 tokens, B1: 363 622 tokens, 
B2: 303 595 tokens, C1: 94 901 tokens and C2: 16 632 tokens.  The reference material is from The 
Finnish Language Text Collection, which is a selection of electronic research material that contains 
written  Finnish  from  the  1990’s  (180  million  tokens). 

The  main   result  of   the  paper   is   that   the  phraseological  units   in   learner’s   language  differ from the 
ones occurring in native language: 1) the morphological primings differ from each other both in 
variation and in frequency, 2) in the native language the collocates are more often related to fixed 
phrases (e.g. ANTAA  <YMMÄRTÄÄ> ‘to  give  an  impression’,  <TUKENSA>  ‘to  lend  support  to  sb’),  3)  
in the learner language colligate <ALLATIVE> case is overused and <A-INFINITIVE> underused and 
4) there are some differences in semantic preferences (e.g. the preferences answer and  cook are 
underused in the learner language). All this relates to the fact that some specific meanings over-
represent  (‘to  pass’)  and  same  under-represent  (‘to  allow’)  themselves  in the learner language. The 
second result is that as the level of proficiency increases the phraseological units advance towards  
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the level of native speakers, however, for example, the morphological priming and collocational 
selection do not reach the same level.  
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The study of various kinds of multi-word units (MWUs) or formulaic sequences (e.g. collocations 
and lexical bundles) has been on the research agenda of learner corpus research since the very 
beginnings. However, research into the use of MWUs in learner language is characterized by a 
high degree of heterogeneity in data, methods and findings (Paquot & Granger 2012). 
Collocations as a special kind of word combination are notoriously difficult to acquire but of 
crucial importance to achieve native-like command in an L2 in terms of idiomaticity and fluency. 
Corpus-based research has shown that learners of English as a foreign language (EFL) at all 
proficiency levels produce far fewer collocations than native speakers, and that interference 
errors and other forms of deviations persist even at advanced levels (e.g. Nesselhauf 2005; Laufer 
& Waldman 2011; see also Paquot & Granger 2012 for a recent overview). Corpus studies in the 
field of English for Academic Purposes (EAP) have also examined the specific lexis and 
phraseology of that register, and corpora have played a key role in the compilation of academic 
wordlists to highlight the most frequent items of a general academic vocabulary (e.g. Coxhead 
2000; Paquot 2010). MWUs have been found to vary in structure and function across spoken and 
written registers, as well as disciplines and genres (e.g. Hyland 2008), and therefore, the concept 
of English for (General) Academic Purposes has been questioned (e.g. Hyland & Tse 2007). On 
the other hand, there are studies suggesting that, for instance, a considerable number of verbs are 
shared across disciplines (e.g. Granger & Paquot 2009a, b; Paquot 2010; Schutz 2013). More 
recently, attention has been drawn to the importance of extending academic wordlists to 
incorporate collocations and formulae (Coxhead 2008; Durrant 2009; Simpson-Vlach & Ellis 
2010; Ackermann, Biber & Gray 2011; Liu 2012),  

In contrast to corpus studies in EAP, research on the phraseology of academic writing 
produced by EFL learners has lagged behind to date. This is largely due to the fact that many 
existing and widely-used learner corpora are general-purpose corpora that include learner texts of 
a general argumentative, creative or literary nature. The large majority of these texts do not 
represent academic writing in a narrow sense because they differ from academic prose in some 
important aspects (see Callies & Zaytseva 2013). Fortunately, there are now a growing number of 
language-for-specific-purposes learner corpora that include L2 academic writing (Granger & 
Paquot 2013, Nesi 2013: 410). This paper investigates collocations in the pilot version of a 
specialised learner corpus that comprises a variety of academic text types (research papers, 
abstracts, reading reports and summaries) produced by German EFL learners in university 
content courses. In contrast to many previous studies that have focused on verb-noun collocations 
of high-frequency 'light' verbs in general-purpose learner corpora, I will examine the verbal 
collocates of a set of highly frequent nouns that can be assumed to be part of a general academic 
vocabulary across disciplines as included in Paquot's (2010) Academic Keywords List: analysis, 
(hypo)thesis, experiment, explanation, research, result, study and theory. The findings will be 
compared to subsets of corpora that contain novice native-speaker writing of a similar kind: the 
Michigan Corpus of Upper-Level Student Papers (MICUSP; Römer & Brook O'Donnell 2011; 
Brook O'Donnell & Römer 2012) and the corpus of British Academic Written English (BAWE; 
Alsop & Nesi 2009). The results will be discussed in terms of frequency and degree of restriction 
of the collocations, their L1-L2 congruence and potential effects of cross-linguistic influence. 
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This study aims at understanding the acquisition of oral expression by different groups of 
learners of Spanish at low-intermediate level: A2 (N=20) and B1 (N=20) (Council of 
Europe 2001). For that goal, their interlanguage (Selinker 1972) was analyzed (both the 
use of categories and the errors made). The data collection method is a semi-structured 
interview, and a total of forty (N=40) learners were interviewed. Participants were 
clustered into ten groups according to their mother tongues (henceforth, L1), each group 
gathering four learners. There are nine homogeneous groups whose L1 is Portuguese, 
Italian, French, English, Dutch, German, Polish, Chinese, and Japanese. A heterogeneous 
group of participants have other L1s (Hungarian, Korean, Finnish, and Turkish). Four 
interviews with native speakers (control group) were also gathered as a benchmark to 
compare oral phenomena in both groups (e.g. gender agreement, use of prepositions, or 
discourse markers). Further details are explained in Campillos-Llanos (2011; 2012). 

One of the justifications of the study is the absence of rigorous research about the 
acquisition of oral expression at low-intermediate levels. In particular, the objectives of 
the research were to: 

 
n Specify those points that are more problematic for particular groups of students in 
our corpus (e.g. the use of the article by Chinese or Polish learners), and what 
degree of difficulty they pose, with a view to improving pedagogical materials. 
n Understand in what degree certain contents of the acquisition of oral expression are 
difficult for every learner (e.g. the use of prepositions or personal pronouns). 
n Fulfil the lack of computerised resources for Learner Corpus Research. The 
interface for the corpus is available at: http://cartago.lllf.uam.es/corele/index.html 

 
The analysis examines Grammar, Lexis, Pronunciation and Pragmatics-Discourse, 

with the intention of understanding the acquisition of different linguistic levels. Even 
though only using an oral interview to gather the data may have hindered the rigorous 
analysis of certain aspects, a global approach was chosen. Departing from Corder’s Error 
Analysis procedure (1971) and the methodology of Computer-aided Error Analysis 
(Dagneaux, Dennes & Granger 1998), the interviews were manually transcribed and 
computationally processed. The errors were categorised according to an error taxonomy 
that was designed considering previous error classifications (Granger 2003; Nicholls 
2003; Tono 2003; Díaz-Negrillo & Fernández-Domínguez 2006). In order to normalise 
the error frequencies, word counts for each morphological category were obtained, which 
enabled to perform a Contrastive Interlanguage Analysis (Granger 1996; Gilquin 2008) 
regarding errors and usage of categories between learners and native speakers. 
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The analysis of the corpus unveiled the following difficulties: 

n Progress from A2 to B1 shows a diminution of errors, with a mean (M) of 191.30 
non-ambiguous errors at A2 (SD=99.82), and M=135,40 at B1 (SD=53.25). Still, 
these data only partially reflect the acquisition process, since they can be related, for 
example, to the avoidance of difficult structures. Likewise, learners at upper levels 
would be expected to make more errors, as they are trying to practise new structures. 
n Errors most frequently affect Grammar (48.61%) and Lexis (29.37%), and there 
are fewer errors in Pronunciation (14.19%) and Pragmatics-Discourse (3.58%) 
(Figure 1 and Table 1). Around 4.45% are ambiguous, and 49.21% would be 
interference errors. 
n Lexical errors are more abundant in formal than in semantic aspects (which would 
be more difficult to acquire). At A2, the most frequent errors are misformations and 
borrowings. Despite errors decrease at B1, other deviations persist (e.g. semantic 
relation and gender). 
n The most frequent and generalised grammar errors affect articles, sentence 
structure, agreement, and past tense. Errors registered in pronouns, prepositions or 
subordination tend to persist at B1. The characteristics of spoken discourse may 
explain the high number of omission, agreement and word order errors, and the 
overuse of present tense. 
n Interference phenomena tend to strongly persist in B1 learners’ pronunciation, 
where maybe the L1 has the strongest influence—although learners from every 
language background commit certain errors (e.g. the articulation of /r/). 
n Errors related to Pragmatics-Discourse show a wide individual variability, maybe 
due to the fact that every learner’s rhetoric skills in his/her L1 cause the results.  

 

Table 1. Relative frequency (%) of errors in each level linguistic 

 
 

Errors  Total 
Linguistic level  Total (%) 

Pronunciation 970 14.19% 
Grammar 3324 48.61% 
Lexis-semantics 2008 29.37% 
Pragmatics-Discourse 245 3.58% 

Non-ambiguous  
regarding the 

linguistic level 

Not classified 3 0.04% 
Ambiguous - 288 4.21% 

Total  6838  
    

Figure 1. Ambiguous and non-ambiguous errors (these are broken down into linguistic levels) 
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There exist several limitations in our study. Using only oral data, it is difficult to 
diagnose the type or the linguistic level of certain deviations, or whether they are due to 
competence or performance. Moreover, with a small number of participants in each L1 
group, and only from low-intermediate level, neither we can generalise results nor we can 
infer conclusions as to the possibility of acquiring an almost bilingual proficiency. Yet 
some results are similar to error analyses of written learner corpora of Spanish 
(Fernández-López 1997) and English (Díez-Bedmar 2011), in which the most frequent 
errors affected Grammar (especially, articles, verbs, and pronouns), followed by Lexis. 
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The analysis of rhetorical moves has proven to be useful in genre-based pedagogies since they  
play a key role in text organization and structuring. By move, we refer to “a discoursal or 
rhetorical unit that performs a coherent communicative function in a written or spoken discourse” 
(Swales, 2004: 228). By teaching learners to recognize the move structure of their target genre 
and the key linguistic features within each move, we can provide them with a better 
understanding of how genres are organized and of the language they are expected to write. 

This paper focuses on abstracts of research papers written in English. Abstracts are of special 
interest for their relevance in most academic contexts, even where English is not the official 
language, as it is the case of Brazil. However, as Swales & Feak (2009:xiii) point out, 
constructing an efficient, clear abstract is a fairly difficult task, even for experienced and widely 
published writers. Abstracts are ‘highly polished and condensed texts’ (Gledhill 2005:41) in 
which authors have to capture readers’ interest and convince them about the relevance and main 
claims of the paper (Hyland & Tse 2005).  
One challenge in the study of rhetorical moves is that manual annotation of large corpora tends to 
be extremely time-consuming. Within English for Academic Purposes (EAP), many systems were 
developed to automatically identify rhetorical moves in scientific texts. For abstracts, although 
categories may vary from one system to another, these are usually considered: (i) background, (ii) 
gap, (iii) purpose, (iv) method, (v) result, and (vi) conclusion. Examples of systems that identify 
rhetorical moves in English abstracts include: Anthony & Lashkia, (2003), Mcknight & 
Arinivasan (2003), Shimbo et al. (2003), Ito et al. (2004), Yamamoto & Takagi (2005), Wu et al. 
(2006), Lin et al. (2006), Genovês et al. (2007), Ruch et al. (2007), Hirohata et al. (2008). These 
systems work at the sentence level and establish a one-to-one relationship between sentences and 
moves, that is, a given sentence can only match one single move. If there is more than one move 
in the sentence, the most prominent move is considered. However, this approach has a 
fundamental limitation: it fails to adequately reflect actual language use since a move is “is a 
functional, not a formal, unit” that can be realized by a clause, a sentence, or even several 
sentences (Swales (2004:229). 
In an attempt to address this critical issue, we developed MAZEA (Multi-label Argumentative 
Zoning for English Abstracts). It is a machine learning classifier which automatically identifies 
rhetorical moves in English abstracts, enabling a given sentence to be assigned to as many 
categories as appropriate. This includes “no label” for those cases when the classifier cannot 
decide which category the segment refers to. Dayrell et al. (2012) presents a full description of 
the system, including its training corpora and the process of manually annotating all abstracts, 
working environment (algorithms), and a discussion on our tests and the system’s performance.  

In its initial version, MAZEA focused on two broad fields: physical sciences and engineering 
(PE) and life and health sciences (LH). Its overall performance has been regarded as reasonably 
satisfactory, considering that MAZEA is the first of its kind. The best classifier reached 69% of 
chance of assigning the correct category to a given sentence or part of it. Such level of accuracy 
is much higher than our baselines: the expected accuracy for a random categorization would be 
16.66% and, if the most frequent move (method) was assigned, in a mono-label classification, the 
level of accuracy would be 33.7% for the two corpora altogether. Multi-label sentences accounted 
for 16.5% of all LH sentences (1,082 out of 6,544) and for 11.3% of all PE sentences (445 out of 
3,933). 
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MAZEA has been successfully used in English academic writing courses as a pedagogical 
resource tool. Learners are first asked to write an abstract for their research projects and then 
identify the moves they have used and how they were organized. These abstracts are then 
submitted to MAZEA and learners can compare their categorization with the system's. The idea is 
to have students reflecting on the move structure of their own abstracts and raise their awareness 
of key aspects related to text organization. 

In this demo presentation, we introduce a refined version of MAZEA, adapted to different 
disciplines with different conventions and ways of expressing their ideas and arguments. Thus, 
the system now processes abstracts based on the discipline it matched to, as defined by the user. 
The disciplines included are: biology, bioengineering, biophysics, computing, dentistry, earth 
sciences, electrical engineering, industrial engineering, mechanical engineering, pharmaceutical 
sciences, and physics. It is important to mention that an online demo version of MAZEA will be 
made publicly available together with our annotated corpora. 
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Cognitive linguistics has shown that metaphorical language is pervasive in everyday conventional 

language (Lakoff & Johnson 1980; Kövecses 2005), as human beings usually understand and 

conceptualize abstract concepts (target domain) in terms of concrete or more structured domains 

(source domain) through mappings that take the form TARGET DOMAIN IS SOURCE DOMAIN. In 

this view, metaphors are more than stylistic devices; instead, they are cognitive templates that 

license an open-ended number of metaphorical expressions, which are the surface realization of 

cross-domain mappings (Lakoff 1993). 

 

One particular field where we can find a wealth of metaphors is business discourse. Newspapers 

and magazines strongly rely on metaphorical expressions to describe the state of the economy, 

markets and business issues in general. Thus, it is not strange to find that business is presented as 

a WAR in which companies face an economic battle, and the economy and markets as LIVING 

ORGANISMS that may grow and develop or fall sick and face a slow recovery. 

 

While there are studies dealing with metaphorical language in business English (Burcea 2010; 

Kovács 2006; White 2003; Kövecses 2002; Eubanks 1999), less attention has so far been devoted 

to metaphors in the language of learners or nonexperts (Castaño et al. 2011; Chapetón 2010; 

Chapetón & Verdaguer 2012; Golden 2012). The use of metaphors in a learner corpus of business 

English is, thus, worth investigating. The aim of this paper is to explore if learners also use 

metaphors in business English and, if so, what metaphorical conceptualizations are the most 

frequent. 

 

The learner corpus analysed in the present study consists of a sample of 34 essays (30,000 tokens, 

approximately) written by undergraduate students of Economics, as part of the course “Business 

English II”. Their level of proficiency in English was B1, according to the Common European 

Framework of Reference for Languages (CEFR). Learners were allowed to write a free essay on a 

business-related topic. A qualitative analysis of these essays was carried out by first identifying 

what metaphorical expressions (if any) were commonly used and then they were classified and 

compared against those already identified in the literature based on native production. Finally, 

networks of relations were established among them, on the basis of the ontological 

correspondences that structure the metaphorical conceptualisations identified in business texts. 

 

Our research has shown that learners do make use of metaphorical language as conceptual 

metaphor is a basic cognitive process, in line with previous research on cognitive linguistics 

(Lakoff 1993). The metaphorical expressions identified in our learner corpus can be grouped into 

four main conceptual metaphors: ECONOMY/BUSINESS IS A LIVING ORGANISM, BUSINESS IS WAR, 

BUSINESS IS A RELATIONSHIP, and ECONOMIC SUCCESS AND FAILURE ARE MOVEMENTS ON A 

VERTICAL AXIS, which match those used by native speakers (Kövecses 2002; White 2003; 

Kovács 2006; Burcea 2010; among others). In addition, we found that even in learner’s language 

metaphors are connected and establish larger networks within the same text, which contribute to 

enhancing the unity of the text, as pointed out by Semino (2008). So we believe that the nature of 

these relationships as well as the discourse functions of metaphorical language should be further 

explored. 
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Finally, we suggest the need to develop pedagogical and lexicographic applications which 

increase the speakers’ and learners’ awareness of the potentiality of metaphorical language given 

its pervasive use. Not all languages have the same metaphorical models. As Kövecses (2002) 

states, at a generic level a given metaphor is very similar across cultures. However, at a specific 

level we can notice important cross-cultural differences. A cognitive approach to teaching 

English for specific purposes would thus help learners from diverse cultural backgrounds to 

become aware of any cross-linguistic differences that they may encounter; avoiding thereby 

problems in linguistic choices and possible errors in the L2. 
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Phrasal verbs (PHVs) are perceived as notoriously difficult for ESL/EFL learners because they are 

semantically non-compositional, very often polysemous, and syntactically more flexible than other 

types of phraseological patterns (e.g. variation of particle positions and pronoun or noun insertions 

are allowed in PHVs.) Previous studies repeatedly found that regardless of their L1 background, 

learners tend to avoid using PHVs when a single-word verb alternative is available (Dagut & Laufer 

1985; Hulstijn & Marchena 1989; Laufer & Eliasson 1993; Liao & Fukuya 2004; Schmitt & 

Redwood 2011). However, learner corpus studies show another complex picture of learners’ use of 

PHVs. The avoidance observed in SLA studies is not always found in learners’ actual writing. 

Waibel (2007), for instance, found that German EFL learners use more PHVs than native speakers, 

while leaners of other L1s (e.g. Italian, Spanish, Swedish, French) use fewer. 

This study explores Chinese learners’ use of PHVs in comparison with their American and British 

counterparts. The PHVs in a learner corpus of argumentative essays compiled by the author (188,628 

words) was compared to that in four native novice corpora. The first two native corpora include 

argumentative essays written by American and British novice writers taken from: the Louvain 

Corpus of Native English Essays (LOCNESS-US) and the General Studies corpus (GS-UK) (Milton 

2001) respectively. The second two native corpora consist of academic papers from the Michigan 

Corpus of Upper-Level Student Papers (MICUSP) and the British Academic Written English 

(BAWE) respectively.  

To investigate the number and type of meanings used by different writers, three PHV dictionaries 

were used. They are: Collins COBUILD Dictionary of Phrasal Verbs 2nd Edition (2002), Longman 

Dictionary of Phrasal Verbs (1983), and Oxford Phrasal Verbs Dictionary for Learners of English 

(2001). The PHVs were extracted from the five corpora by using the WordSmith tool 5.0 (Scott 

2008) and then the meanings of the PHVs were looked up in the dictionaries and recorded. 

The results show that in comparison with their native English coutnerparts the Chinese learners are 

not only able to produce a sufficient number of PHVs but also use them in a variety of meanings. 

The meanings of the PHVs in the five corpora were further divided into figurative meanings and 

literal meanings. It shows that nearly 80% of the PHV meanings in the learner corpus are figurative. 

However, this is still lower than those in the native novice corpora. For instance, the figurative use of 

PHVs in BAWE is almost 90% of the total number. 

The analysis of the collocations of PHVs reveals the second gap between the learners’ knowledge of 

PHVs and that of their native counterparts. A number of deviant collocations of PHVs were found in 

the results. However, no specific factors that contribute to such deviations can be identified. The 

Chinese learners’ choices of collocations are random and arbitrary.  

The findings from this study indicate that the acquisition of PHVs may not be as difficult as previous 

studies proposed; the learners did not show obvious intention to avoid using PHVs in writing. 

However, difficulties do exist. The learners might have acquried PHV forms, but the semantic 

complexity is still a big barrier for them. Figurative meanings of PHVs are more difficult than literal 
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ones to acquire. The second challenge for the Chinese learners to master PHVs is the collocational 

behaviours of PHVs and the ability to use them in an idiomatic way. 
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This paper will provide a brief outline of the principal objectives of my own Learner Corpus 

project, before going on to discuss key aspects of methodological design in greater detail.  

The Leaving Certificate (LC) is the national, standardised state examination in Ireland 

necessary for entry to third level education. With samples of the official LC Spanish 

examination data, this project will compile a digitised corpus of learner Spanish. The corpus 

will include samples of the written and oral production of 100 candidates, and will be 

analysed using a specific investigative corpus technique, Computer-aided Error Analysis 

(CEA, Dagneaux et al, 1998). The objective of this corpus study is to provide the teaching 

and linguistic research community with an empirical profile of learner competence that may 

inform foreign language teaching, materials and examination design as well as curriculum 

policy. 

The investigation will focus on the following areas of inquiry:   

(1) What language errors are evident in the corpus in general? (Error counts, frequencies and 

types, as well as errors in context). 

(2) In what instances are learners making these errors? Here, I will compare oral and written 

production as well as looking at performance across specific tasks. This question will also 

address other learner specific variables: grade, gender, and examination level.  

(3) What are the key factors affecting the development of language competence in the LC 

Spanish classroom; materials, teaching methods, exercises and activities, and target and 

native language use.  

CEA is a powerful apparatus in that it greatly facilitates the quantification and analysis of a 

large learner corpus in digital format. CEA is informed by the LC Spanish syllabus 

(Department of Education and Skills, 1995), and a comprehensive collection of key 

grammatical criteria (Butt and Benjamin, 2011). Theories of Language Competence are 

informed by Bachman’s framework of Communicative Language Ability (1990) and the 

Common European Framework of Reference for Languages (2001). As this project is 

compiling and using a new corpus, methodological design is primarily data driven. Specific 

research questions as well as the error categorisation scheme are influenced by the data 

emerging. The error scheme is also influenced by Granger’s approach for the FRIDA corpus 

(2003) in that it is a tri-dimensional taxonomy outlining three levels of error annotation: error 

domain (lexical, grammatical, and production specific), error category and error type.  

Once the annotated data is analysed, it is possible to generate quantitative error statistics via 

the statistical interface of the UAM Corpus Tool (O’Donnell, 2012), a comprehensive and 

sophisticated linguistic software package. Tests and measurements will using the include: 

error counts and frequencies at each level of specification, lexical variety, lexical density, 

morphosyntactic variation, lemmatisation and feature usage in terms of counts, mean and 

standard deviation. The UAM Corpus Tool allows recording of candidate-specific variables 

such as grade, examination level (higher or ordinary), task type and gender. Thus, it will 

allow critical analysis of the corpus as one unit, as separate written and oral sub corpora and 

also of performance per task, level and gender.  

In addition to the CEA, my study will attend to the social and linguistic setting of learners 

(following Corder, 1975). Thus, my corpus work will be supported by the analysis of 
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prescribed Spanish text books and classroom materials, as well as data gathered via 

qualitative interviews with key stakeholders in the field.  

The LC is a standardised examination taken by thousands of students in Ireland; this presents 

a massive, raw corpus of data with the potential to yield invaluable insight into the 

phenomena of learner interlanguage. This investigation does not make a priori assumptions 

about the data set, the LC Spanish examination, the context of FLs or of any aspect of learner 

competence. It undertakes to provide the linguistic research community and the domain of 

Spanish language learning and pedagogy in Ireland with an empirical, descriptive profile of 

real learner performance, characterising learner difficulty.  
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Academic communication poses major challenges for novice researchers, who have to come to terms 
with the conventions adopted by their academic discourse community. For those operating in a 
foreign language, such task may be even harder. In addition to making the appropriate lexical and 
syntactical choices in the language in question, they also need to handle cultural differences, since 
genre practices may vary across languages. 
This paper focuses on abstracts of research papers and sets out to investigate recurring textual 
patterns in abstracts written in English by Brazilian graduate students, and hence native speakers of 
Portuguese, from various disciplines. The focus on abstracts is motivated by their relevance as 
gatekeeper in a number of academic activities. Abstracts are a highly condensed form of writing, in 
which writers need to capture readers’ interest and attention as well as convince readers of the 
relevance of the research and main claims of the paper. These aspects may place heavy demands on 
learners.  

Our primary purpose is to identify similarities and differences between abstracts written in English 
by Brazilian graduate students vis-à-vis abstracts taken from published papers from the same 
discipline, with respect to the recurring textual/linguistic patterns. By recurring textual patterns, we 
refer to chunks of language with some kind of lexical and/or syntactical regularity. In this case, in 
addition to repeated sequences of words (e.g. the aim of this study is to) and recurrent syntactical 
constructions (such as the passive voice, first person pronoun + verb), we also allow for some kind of 
variation within chunks, be it in terms of different word-forms of the same lemma (the aim of this 
study is/was to) or lexical choice (the results show/demonstrate/indicate/suggest/etc that or BE 
investigated/studied/presented/ proposed/etc). Such textual patterns are examined in relation to the 
“rhetorical moves” (or communicative stages) in which they occur. With regard to abstracts, the 
following moves have been suggested in the literature: (i) introduction/background, (ii) gap, (iii) 
purpose, (iv) methodology, (v) results, and (vi) conclusion. Thus, the idea is to examine whether 
students and published writers make similar linguistic choices when writing abstracts.  
The data are drawn from two corpora of English abstracts from the disciplines of biology, 
biophysics, computing, dentistry, earth sciences, pharmaceutical sciences, and physics. One corpus is 
made up of 279 abstracts (55,577 tokens) written in English by Brazilian graduate students (master’s 
and PhD). These abstracts were collected between 2004 and 2010 in courses on English academic 
writing offered by three Brazilian universities. The other corpus comprises 1,395 abstracts (273,815 
tokens) taken from papers published by various leading academic journals from the disciplines in 
question. It has been designed to be five times larger than the student corpus so as to enable the 
researchers to reach firmer conclusions concerning the preferred patterns of each discipline. The two 
corpora contain the same proportion of texts by discipline. For comparison, frequencies are therefore 
normalized (per 10,000 words). 
The identification of rhetorical moves within abstracts was conducted in two stages. We first resorted 
to the AZEA (Argumentative Zoning for English Abstracts) system (Genovês et al. 2007) to 
automatically identify the abovementioned rhetorical moves and annotate abstracts accordingly. This 
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automatic annotation was then manually validated so as to correct potential errors. As for the textual 
patterns within each move, typical patterns – such as first person pronoun (We verb (that)), passive 
voice, it patterns (it BE verb that), the results verb that, the noun of this noun BE to – were identified 
automatically. The remaining instances were then analysed by means of the WordSmith Tools, 
version 6.  
We found relevant differences between student and published writing in relation to their preferred 
patterns within each move across all disciplines. For example, when stating the purpose of the study, 
students seem to prefer impersonal constructions such as this study|paper|article|work VERB and the 
aim|purpose|objective|goal of this study|paper|article| work BE to. The only exceptions are physics 
and computing as students tend to opt for first person pronoun (we propose|describe| 
present|demonstrate|...). By contrast, with the exception of earth sciences and dentistry, published 
authors show a clear preference for first person pronoun (we) to state the purpose of their study.  

All these patterns can be argued to be acceptable for presenting the purpose of the research. 
However, our point here is that, overall, students do not seem to comply with disciplinary 
conventions. Thus, our findings therefore can offer valuable contributions to pedagogic practice. 
Drawing students’ attention to the range of options they have at their disposal and the preferred 
textual patterns of their disciplines can certainly help them move beyond syntactical structure and 
improve their ability to use language more effectively. 
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In the Netherland, students are  usually admitted to university on the basis of a vwo-diploma 

(secondary school diploma), which officially sets their English language skills at CEFR B2 

(Melissen, 2007). The English department at Radboud  University says in its documentation 

that its graduates have achieved  a CEFR C2 in listening, reading, writing, spoken production 

and spoken interaction.  The department believes that the highest CEFR level is appropriate for 

its graduates, who will go on to work as teachers, editors, translators, language trainers and 

communication coaches.  In order to reach C2, students are required to take various language 

proficiency courses during their first two years. But as all other teaching in the department also 

takes place in English, students are exposed to English on a daily basis and are also required to 

actively use English outside the language acquisition classroom.  

However, at the moment both the B2 entry level and the C2 exit level are hardly more 

than assumptions. There is no  rigorous, principled measuring system in place that would enable 

the department to assess the actual CEFR level its students are at. There is no doubt that the 

language skills of students improve significantly in the course of their studies (de Haan & van 

der Haagen, 2012, 2013; Verheijen, de Haan, & Los, 2013), but any link to the CEFR remains 

tenuous at best.  In view of the fact that some of the other English departments in Dutch 

universities see their graduates at CEFR C1, it is important for Radboud to start charting the 

proficiency development of its students and relate this to the CEFR and to the proficiency 

teaching programme. 

It was decided in the context of Radboud’s participation in the LONGDALE project 

(Granger, 2009)  to first run a pilot research project, aimed at establishing whether it is possible 

to make any developments in spoken proficiency visible. Earlier studies have suggested  that  

measurements  such as type-token ratio, lexical density and lexical profiling are indicative of  

improving (spoken) proficiency (de Haan & van Esch, 2005; Johansson, 2008). A pilot project 

of a small corpus of spoken English provided by students at Radboud University at three 

different points during their three years at university revealed that their improved proficiency is 

also visible in the changes observed in type-token-ratio, lexical density and lexical profiling.   

These promising results have  inspired researchers in the English department to  continue this 

line of investigation and set up a longitudinal study of the spoken proficiency of its students. 

Students will be tested at four different points in their university careers: on entry and at the end 

of their first, second and third year. They will be required to produce samples of English, which 

will form a longitudinal corpus and will be analysed in terms of language use, text organisation 

and communicative achievement. 

This poster presentation will outline the suite of  spoken language tasks. Tasks have 

been set up for spoken interaction and spoken production separately. The CEFR has been used 

used to formulate appropriate tasks which will elicit the required kind of language for each 

level. Parallel to such tests, a small number of  nearly-identical problem solving tasks have been 

formulated, which will be administered at each of the four testing  points, so as to monitor their 

improved handling of these tasks.  

We believe that over time we will be able to describe and illustrate the long and winding 

road from B2 to C2 better than we can now. We will be able to say with some degree of 
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accuracy how C1 proficiency differs from C2, not just in terms of task types and 

communicative achievement, but also in terms of actual language use.  The findings from our 

study will indubitably have repercussions for the proficiency teaching programme at Radboud 

University, but in a wider context, our study might also help take away some of the much-

reported ‘vagueness’ of the CEFR as an assessment tool.  
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This research describes an error-annotated corpus of learner Hungarian and its uses for research, 

especially in the fields of second language acquisition (SLA) and computational linguistics. We 

detail the corpus, its annotation, and a vowel harmony analysis, charting its development in learner 

interlanguage (IL). The analysis addresses an exploratory question: What is the process underlying 

the acquisition of vowel harmony in Hungarian? While there is research on vowel harmony and 

acquisition in the L1, especially for Hungarian (e.g., Hayes & Londe, 2006; Kontra & Ringen, 1986; 

Kornai, 1991; Ringen, 1975; Vago, 1991), there is very little in the L2, and none involving learner 

corpora. 

The corpus was collected from students of Hungarian at Indiana University. The data are divided into 

three levels of proficiency (Beginner, Intermediate, Advanced) as determined by course placement in 

one of three two-semester sequences. The corpus consists of journal entries from each student, a 

minimum ten sentences in length on a topic selected by the student. The annotation scheme for the 

corpus labels and corrects learner errors. Importantly, we make a distinction between errors and 

adjustments. While errors are deviations from the standard target form, adjustments are secondary 

emendations that are conditioned on these errors. 

(1) Szeret -ek                kávé    -t       és    tea  . 

 love   1SG.INDEF coffee ACC  and tea  . 

 ‘I love coffee and tea.’ 

 TXT Szeretek kávét és tea . 
SEG Szeret ek kávé t és tea  . 

Error CHA         
MOR         
REL       MSC  
SNT         
TGT Szeret ek kávé t és tea t . 

Adjust. CHA      CL   
MOR         
REL         
SNT         
TGT Szeret ek kávé t és teá t . 

 

In the above example, the learner’s case selection error (MSC) is marked and corrected in the error 

layer. However, the absent lengthened vowel (CL) in the adjustment layer (necessitated by the 

corrected accusative case) is not an error, but an adjustment. 

The corpus presents a valuable opportunity for linguistic research, providing not only a wealth of 

authentic production data from second language learners of Hungarian, but also a source of 

annotated and searchable text, segmented by morphemes to allow for fine-grained analysis of L2 

usage and function. We illustrate this by examining the IL development of vowel harmony in 

Hungarian. 
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In Hungarian, vowel harmony is a property that determines the selection of allomorphs 

(predominately suffixes), based on assimilation of vowel height, in noun and verb inflection, as well 

as derivation (Hayes et al., 2009). The general rule is as follows: stems with only back vowels select 

a suffix with back vowels (e.g., ház + ban ‘in a house’) and stems with front vowels select a suffix 

with front vowels (e.g., szék + ben ‘in a chair’). Within front vowels, there is a further distinction of 

rounded and unrounded, though this is often neutralized. While vowel harmony is usually 

straightforward, numerous exceptions can make selection unpredictable and thus present difficulties 

for learning. Our analysis can shed light on the troubles learners have and possibly inform instructors 

and researchers as to the most likely problem areas for targeted instruction. 

In our case study of the utility of the annotation, we track the development of two morphemes and 

their allomorphs in the production data of several learners, showing the emerging competition among 

forms and rules in each learner’s IL. For simplicity, we take two of the first morphemes a learner is 

expected to encounter: the inessive (-ban/-ben) case ending and an adverbial derivational ending 

used with language names (-ul/-ül). In both cases, the distinction is made between front and back 

vowels but not between rounded and unrounded. By considering all instances of each morpheme 

pair, we see a more complete picture of particular underlying morphemes in a learner’s developing 

interlanguage, both what they do right and what they do wrong. 

We consider many aspects of the learners’ productions, including accuracy, innovation, and 

consistency in allomorph selection. Such measures allow us a number of insights. First, by tracking 

the progress of individual learners, we see the emergence of the distinction between front and back 

vowels. Preliminary results suggest an apparent default preference for back vowels in attested 

suffixes, giving way to a more complex system over time. Second, we find examples of innovation, 

as the learners apply hypothesized rules from the grammar to create new forms (e.g., hal+ul ‘fish-

speak/fish language’). Finally, with individual timepoints for each learners’ interlanguage 

development, the longitudinal nature of the corpus gives us ordered production data. Competition 

among allomorphs, evidenced by inconsistencies in the selection of suffixes from one entry to the 

next, helps us see progress between stages of acquisition. As the data from more learners are 

analyzed in the future with our annotation scheme, we will be able to draw more generalizable 

conclusions about the processes of acquisition underlying vowel harmony and other processes in 

Hungarian. 
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Several Corpus Linguistics studies have focused on lexical bundles recently, mainly in 

academic settings (Biber et al. 2004; 2006; 2009; Hyland 2008; Simpson-Vlach and Ellis 

2010). This last paper presents the Academic Formulas List (AFL) which contains 435 

bundles divided in 18 subcategories and is the basis for the pragmatic-functional 

classification followed in this paper. While Simpson-Vlach and Ellis (2010) based their 

study on academic oral and written corpora compiled with native speaker productions in 

academic settings, our research investigates how oral discourse might permeate written 

texts. Several issues should be considered when comparing oral and written discourse; for 

instance, the specific genre and not only the mode in which the production takes place. 

Genre studies (Swales, 2004; Wulff et. al., 2012) have shown that there are specific text 

features that may vary from textual organization to lexical or syntactic choice and, without 

genre adequacy, users may fail to express their arguments appropriately. Therefore, we 

hypothesize that frequent oral bundles are used extensively in essay written production by 

non-native speakers without a consideration for the genre. This paper aims at presenting the 

analysis of three and four-word bundles extracted from native and non-native oral and 

written corpora so as to investigate the extent to which oral discourse constructions 

permeate the production of argumentative essays. Our data consisted of 2 written and one 

oral learner corpora, namely, the 16 International Corpus of Learner English (ICLE) sub-

corpora (Granger et al. 2009) (3,768,527 words) treated as one learner corpus, Br-ICLE, the 

Brazilian sub-corpus of ICLE (159,182 words), and LINDSEI-BR (40,456 words), a still 

under-construction subcorpus of the Louvain International Database of Spoken English 

Interlanguage (LINDSEI) project. (cf. Gilquin, De Cock, Granger, 2010). The recordings 

covered three different tasks: a narrative about a chosen set topic by the informant, free 

discussion with the interviewer and the description of a pictured scene. Two native speaker 

corpora were also part of our investigation as reference corpora: the Louvain Corpus of 

Native English Essays (LOCNESS) (324,005 words) and the Santa Barbara Corpus of 

Spoken English (SBC) made up of conversations which consists of 200,000. For this paper 

we use a subcorpus of SBC of 56,713 words. The written corpora are constituted by 

argumentative essays while the oral corpora carry quasi spontaneous and spontaneous 

conversations. The research methodology included the following steps. First, bundles of 3 

and 4 words were extracted from each corpus with scripts and also with Collocate 1.0 

(Barlow 2004). Second, we identified the bundles that occurred in the written and oral 

corpora according to AFL, taking into account both its broad categories (referential 

expressions, stance expressions and discourse organizing functions) as well as its 18 

specific subcategories (e.g. intangible and tangible framing attributes and quantity 

specification). Third, we identified the differences and similarities in frequency and in 

bundle structure. Results, based on the analysis of 3 and 4-word bundles, show that: a) the 

most frequent bundles in the N and NN written and oral corpora are referential and stance 

expressions; b) the most frequent 3-word referential bundle in the SBC expresses the idea 
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of quantity specification (a lot of) and is also present in LOCNESS, however, in this N 

written corpus other bundles that fulfill the same pragmatic function are more frequent (a 

great deal of, a large number of); c) LINDSEI presents similar results to the SBC as far as 

the most frequent quantity specification bundle are concerned, yet, ICLE and Br-ICLE, the 

written NN corpora, do not present the use of other bundles to express the same meaning as 

it was noticed in the N written corpus; d) the most frequent stance expression bundles in 

both oral and written N and NN corpora are formed by the verb think which is part of a 

verb complement clause (e.g. I think that the, I think he just, I think it is); e) SBC presents 

more types of stance bundles with the verb think than LOCNESS while the oral and written 

NN corpora present similar bundles with this verb; f) both SBC and LINDSEI have a high 

frequency of bundles with verb know which is not as frequent in written N and NN corpora. 

These findings show that a) both N and NN written corpora offer similarities, which may 

reflect the use of negative politeness markers (e.g. bundles formed with think) a 

characteristic of interpersonal involvement (Tannen 1983); b) the N written corpus shows a 

variety of bundles for the same pragmatic function; however, the most frequent ones are not 

as frequent in the oral corpus which may reflect more adequacy to the register than 

observed in the NN corpora. The conclusion is that oral and written corpora are not totally 

distinct as far as their bundle frequency analysis shows, but portray bundle preferences for 

the diamesia to which they belong. 

 
References 

Biber, D. et al. (2004) If you look at ...: lexical bundles in university teaching and textbooks.  

Applied Linguistics, v.25, n.3, p. 371-405. 
Biber, D. (2006). University Language : A corpus-based study of spoken and written registers. 

Amsterdam: John Benjamins. 

Biber, D. (2009) A corpus-driven approach to formulaic language in English: multi-word patterns in  
speech and writing. International Journal of Corpus Linguistics v.14, n. 3, p. 275-311. 

Granger, S. et al. (2009). International Corpus of Learner English: Version 2.Louvain-la-Neuve: 

UCL Presses Universitaires de Louvain. 
Hyland, K. (2008). Academic clusters: text patterning in published and postgraduate writing.  

International Journal of Applied Linguistics v.18, p. 41-62. 

Simpson-Vlach, R; Ellis, N. (2010). An Academic Formulas List: New Methods in Phraseology  

Research. Applied Linguistic, v.31, n.4, p. 487-512.  
Swales, John M. (2004). Research genres. Explorations and applications. Cambridge: Cambridge  

University Press. 

Tannen, D. (1983) Oral and Literate Strategies in Spoken and Written Discourse. Literacy for life:  

The demand for reading and writing, Richard W. Bailey and Robin Melanie Fosheim (Ed.). 

NY: The Modern Language Association. 

Wulff, S; Römer, U; Swales, J. (2012). Attended/unattended this in academic student writing: 
Quantitative and qualitative perspectives. Corpus Linguistics and Linguistic Theory 8–1, 129 – 

157. 

32



Learners' and native speakers' use of recurrent word-combinations across 
disciplines 

 

Ebeling, Signe Oksefjell; Hasselgård, Hilde 
University of Oslo 

s.o.ebeling@ilos.uio.no; hilde.hasselgard@ilos.uio.no 

This study investigates the use of recurrent word-combinations in texts produced by novice 
writers – both learners and native speakers – across disciplines. More specifically we wish to 
investigate how salient n-grams really are in different academic disciplines and to what extent 
the same patterns and functions are used by learners and native speakers. In other words: 
 

• What discourse functions do the recurrent word-combinations have? 
• Is L1 background or discipline more decisive for the use of recurrent word-

combinations and their functions? 
 
In a previous study (Ebeling 2011), comparing the use and functions of n-grams in UK 
English student (literature) essays and academic prose, it was concluded that both are 
academic text types in the sense of being highly informational in nature. An additional trait of 
the student essays, however, is that they are typically evaluative (i.e. interpersonal) as well 
(ibid. 69). 
 
In the present study, native speaker data will be taken from the British Academic Written 
English (BAWE) corpus and (Norwegian) learner data from the Varieties of English for 
Specific Purposes dAtabase (VESPA-NO). At present VESPA-NO contains sufficient 
material in two disciplines, namely linguistics and business, to make a comparison with the 
corresponding native-speaker disciplines worthwhile. 
 
Recurrent word-combinations (n-grams) will be extracted by means of WordSmith Tools. We 
will investigate the 100 most frequent 3-grams and 4-grams in each subcorpus to assess the 
degree of overlap across disciplines and L1 groups. Moreover, we will analyse the n-grams 
functionally along the lines of Moon (1998) into informational, interpersonal and textual 
types. A hypothesis to be tested is that informational n-grams will discriminate between 
disciplines while interpersonal and textual n-grams may be more stable. Furthermore, it is 
expected that the types of n-grams may differ between learners and native speakers; for 
instance Hasselgård (2012) found that n-grams indicating complex phrases were more typical 
of native speakers. Furthermore, Paquot et al (2013) found that learners are more visible 
authors in their texts, which may also show up in their recurrent word-combinations. As the 
learners in question are relatively advanced, we did not expect to find frequent n-grams that 
represented lexical errors. 
 
A preliminary look at the data shows a complex picture. Informational n-grams are by far the 
most frequent type and they seem to be not only discipline-specific, but also topic-specific. 
There seems to be more n-grams with an interpersonal function (evaluative and modalising) in 
the linguistics than in the business discipline. N-grams with a textual/organizational function 
have more similar frequencies across the material. However, there is relatively little overlap in 
the use of individual n-grams with interpersonal and textual functions across the L1 groups. 
There is a higher degree of similarity between learners and native speakers in the linguistics 
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discipline than in the business discipline. On the other hand, there is some similarity across 
disciplines within L1 groups as regards interpersonal and textual n-grams. 
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Much of Second Language Acquisition (SLA) research has traditionally relied on elicited data 

and understated the role of natural language use data. The consequence of this, according to 

Granger, is that SLA research tends to be based in a limited number of subjects, which raises 

questions about the generalizability or results (2002:6), However, this situation started to change 

thanks to the compilation of linguistic databases and learner corpora from a variety of mediums, 

from different genres and of varying sizes which provide a much wider empirical base than has 

previously been available. Now, thanks to these large databases, we can find some structures 

which are rarely found in small studies and discover patterns which may influence the learner, 

such as the learner’s first language (L1) or the L2 itself, or directly in the learners’ output 

(interlanguage patterns) (Myles  2005:5). The main goal of this study is to contribute to the 

debate about the nature of transfer or cross-linguistic interference by focusing on the acquisition 

of overt expletives (it and there) in L1 Spanish-L2 English grammars. 

A corpus study was carried out using the WriCLE corpus, a written corpus of academic essays 

with 700.000 words written by L1 Spanish learners of L2 English and compiled at the 

Universidad Autónoma de Madrid (Rollinson & Mendikoetxea 2010). 75 texts from 75 different 

university students of English Studies and English Philology with different proficiency levels 

were randomly selected and manually annotated using the software UAM Corpus Tool (version 

2.7.2) (O’Donnell 2008). The texts were divided into three groups according to the scores the 

students obtained in the Oxford Quick Placement Test (the correspondences with the CEFRL- 

Common European Framework of Reference for Languages- are shown between brackets): 25 for 

the low group (A2-B1), 25 for the intermediate group (B1-B2) and 25 for the advanced group 

(C1-C2).  

Experimental work in the L2 literature has shown that English and Spanish differ as to the setting 

of the Null Subject Parameter (NSP). My main objective was to analyse the role the L1 (Spanish), 

a [+pro-drop] language, has in the acquisition of overt expletives in L2 English, a [-pro-drop] 

language, as studies have pointed out that expletive subjects perform a very important role in L1 

acquisition, being the instruments English children use in order to reset their initial [+ pro-drop] 

value into their final [-pro-drop] one (Ruiz de Zarobe 1986) (for a further discussion see Hyams 

et al. 1986, Hyams & Wexler, 1991). My main research questions were: (RQ1) Are overt 

expletives of English (it, there) problematic for Spanish learners? If so, are they problematic at all 

proficiency levels? (RQ2) Do Spanish natives initially transfer their L1 parameter value (use of Ø 

expletive) when acquiring English as a second language? (RQ3) If they do so, are learners able to 

reset completely their L1 parameter [+ pro-drop] to the English one [-pro-drop]? In order to 

answer these questions and annotation scheme was designed where I accounted for the 

referentiality of the subject, the type of predicate it appeared with, the word order it appeared in 

and its grammaticality or ungrammaticality. I also accounted for the reason of this possible 

ungrammaticality. A total of 681 expletive subjects were found in the texts selected for the study 

(expletives there, it and use of Ø expletive) and the results confirmed partially RQ1 and RQ2, as 
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only expletive it was problematic in all levels, whereas expletive there was not. As for RQ3, I did 

not expect a full acquisition of this parameter and thus not a full resetting of the L1 setting. My 

results confirmed this last hypothesis, which indicates that though Spanish learners of L2 English 

acquire referential subjects early in the acquisition process, expletive subjects remain problematic 

and are never fully mastered, not even in advanced stages of the learning process.  

References 

 

Granger, Sylviane. (2002)  A bird’s-eye view of learner corpus research. In Granger, S., Hung, J., 

& Petch-Tyson, S. (Eds.), Computer Learner Corpora, Second Language Acquisition and 

Foreign Language Teaching (pp. 3-33). Amsterdam: John Benjamins. 

Hyams, Nina. (1986) Language Acquisition and the Theory of Parameters. Dordrecht: Reidel. 

Hyams, Nina. and Wexler, Kenneth  (1991). On the Grammatical Basis of Null subjects in Child 

Language. Linguistic Inquiry, 24: 421-459 

O’Donnell, Michael. (2008) The UAM Corpus Tool: Software for corpus annotation and 

exploration. Paper presented at the XXVI Congreso de AESLA, Almería, Spain, 3-5 April 

2008. 

Myles, Florence. (2005) Review article. Language Corpora and Second Language Acquisition 

Research. Second Language Research 21, 4, 373-391. 

Rollinson, Paul. & Mendikoetxea, Amaya. (2010) Learner corpora and second language 

acquisition: Introducing WriCLE In: J. L. Bueno Alonso, D. Gonzáliz Álvarez, U. Kirsten 

Torrado, A. E. Martínez Insua, J. Pérez-Guerra, E. Rama Martínez & R. Rodríguez 

Vázquez (eds.) Analizar datos>Describir variación/Analysing data>Describing 

variation. Vigo: Universidade de Vigo (Servizo de Publicacións), pp. 1-12. 

Ruiz de Zarobe, Yolanda. (1998) El parámetro pro-drop y la adquisición del inglés como segunda 

lengua. ITL: International Journal of Applied Linguistics 119-120:49-64. 

 

 

36



 

Patterns of misspellings in L2 English – a view from the ETS Spelling Corpus 

Flor, Michael; Futagi, Yoko; Lopez, Melissa; Mulholland, Matthew 

Educational Testing Service, Princeton, NJ, USA 

{mflor, yfutagi, mlopez002, mmulholland}@ets.org 

 

 

This paper describes the Educational Testing Service (ETS) Spelling Corpus. The corpus 

comprises 3000 essays written by examinees on the writing sections of college-level international high-

stakes English language assessments – GRE
®
 and TOEFL

®
. The corpus has a strong international 

aspect – it includes essays written by native and non-native speakers of English, where the non-native 

speakers are English language learners from different countries around the world. The corpus has been 

manually annotated for non-word and real word misspellings and contains more than 24,000 misspelled 

tokens, with corrections, in context. As such, this is presently one of the largest corpora of its kind. 

The corpus was developed for evaluation of spellcheckers, and for research on patterns of 

misspellings produced by both native English speakers and English language learners. The paper 

provides details of the annotation scheme and procedure, the methodology of error classification and 

decisions taken concerning the status of orthographic errors. The paper provides analyses of patterns of 

misspellings along several different dimensions. These include some traditional typologies of errors, 

such as competence versus performance misspellings (typos), linguistic subsystem (lexical, 

morphological or phonological misspellings), orthographic similarity (degree of target modification as 

measured by edit distance). Additional dimensions of analysis consider frequency, length and structural 

aspects of target words, such as over-regularized past tense. Analyses are presented with breakdown for 

native vs. non-native speakers. We also relate the analyses to writing proficiency, by providing data 

breakdown for high-scoring vs. low-scoring essays and by specific essay-score levels. 

The paper also discusses some additional topics. One interesting issue is density of errors – both 

global density (errors per essay) and local density (distribution of errors in the essay). Another 

discussion concerns multi-word errors (spelling errors spanning more than one word in a sequence). We 

also present data on misspellings of names (place names and person names), a topic that is rarely 

covered in general discussions of spelling errors. Extending dictionary coverage with a large set of 

names may lead to decreased accuracy of error detection. That is addressed via improving real-word 

misspelling detection. The paper provides examples from the corpus. 
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Learner corpus research is now well established. Researchers/practitioners have emphasised the 

value of the findings for pedagogy and illustrated how learner corpora can usefully supplement 

native corpora in teaching (Meunier 2002; Gilquin et al. 2007a; Flowerdew 2010, 2012). The 

purpose of this paper is to review how learner corpus research of EAP writing has informed 

pedagogy in English for General Academic Purposes (EGAP) and English for Specific Academic 

Purposes (ESAP and to illustrate how the gap between learner corpus-based research and 

pedagogy has narrowed in recent years. At the same time, key issues in using learner corpora 

will be raised, including the type of native speaker writing deemed appropriate for the 

contrastive corpus and the question of delayed vs. immediate pedagogic use of learner corpora.   

 

Since the mid-1990s to the present day a great deal of valuable research has been conducted on 

the ICLE sub-corpora consisting of EGAP argumentative writing of learners at high 

intermediate/advanced level with different L1 backgrounds (see Granger 1998, 2003 for studies). 

Most of this research has been carried out on the overlapping areas of modality and stance and is 

of a contrastive nature (see Aijmer 2002 for Swedish learners; Hasselgård 2009 for Norwegian 

learners; Neff et al. 2003 for Spanish learners). Another study on learner argumentative writing 

(but not using the ICLE sub-corpora) is that by Hyland & Milton (1997) on Hong Kong learners. 

All these studies offer important pedagogic implications on how to address students‟ infelicities. 

For example, Aijmer (2002) and  Hyland & Milton (1997) comment on the fact that as textbooks 

put emphasis on modal verbs at the expense of other categories, learners should be exposed to a 

much greater range of other linguistic devices. That these devices should be presented in a 

discourse-analytical context with attention paid to tone, register and meaning is another key 

recommendation. Thirdly, Hasselgård (2009) and Neff et al. (2003) advocate sensitizing learners 

to the contrastive aspect of epistemic and pragmatic modal contexts in L1 and L2 and also 

placing emphasis on the stylistic and communicative effects produced by different epistemic 

markers. As for direct applications, Milton‟s (1998) findings on learner corpora have been 

applied in an online CALL environment with the provision of a „list-driven‟ concordancer 

displaying a set of hedging devices problematic for Hong Kong students.  

 

Vocabulary issues in learner EGAP writing were put on the map by Nesselhauf‟s (2003, 2007) 

work on collocations in the German component of ICLE and Paquot‟s (2010) extensive research 

across several of the ICLE corpora examining vocabulary from a phraseological and rhetorical 

perspective. Nesselhauf (2007) outlines suggestions for three major criteria to be considered in 

the selection of vocabulary for advanced learners, namely frequency, difficulty and degree of 

disruption. Paquot‟s research findings have been used to substantially inform writing sections of 

dictionaries (Gilquin et al. 2007b; Granger & Paquot 2010). 

 

It was not really until the 2000s that attention was paid to ESAP learner corpora. Two studies 

have investigated learner corpora of technical report writing from a genre-based discourse 

perspective. Flowerdew (2008) investigated the phraseology of keywords signalling the 

Problem-Solution pattern in a corpus of student recommendation-based reports. Luzón Marco 
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(2010), meanwhile, examined a variety of discourse-based errors including signalling nouns, i.e. 

those nouns such as reason, conclusion etc. acting as cohesive devices (see J. Flowerdew 2010). 

She also found that genre phraseology, i.e. lexical bundles such as the objective / purpose / aim / 

goal (of this report) is was missing from student writing. While these findings are insightful they 

remain at the level of pedagogic implications. However, two contrastive studies which describe 

hands-on concordancing activities for dissertation writing using ESAP learner corpora are those 

by Hewings & Hewings (2002) for MBA students and Eriksson (2012) for biochemistry PhD 

students (see Granger & Paquot 2013 for further studies).       

 

Granger (2008: 272) has signaled that „a wider range of learner corpora, in particular, 

longitudinal, spoken and domain-specific, need to be compiled and disseminated‟. With respect 

to written corpora of an ESAP nature, two large-scale domain-specific projects, VESPA 

(Varieties of English for Specific Purposes dAtabase) and CALE (Corpus of Academic Learner 

English), are underway. A longitudinal corpus, the Malmö University-Chalmers Corpus of 

Academic Writing as Process, is also now under compilation.  
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In this paper, we show that it is possible to carry out a fine-grain comparative error analysis of
learner English of different L1s. The objective of this work is to better understand how learners make
use of  this and  that as pro-forms. As they appear to interact closely with the pronoun it  (Gaillat
2013),  a  micro-system of  errors  is  revealed  and the  errors  highlight  transfers  that  depend  on a
particular L1. To compare how errors, and thus transfers, might be different between different L1s,
we query two corpora of two different L1s.
The question of annotation schemes is highly significant (Wynne, 2005) as we want to find a way to
compare data from different corpora. If we consider PoS tagging used in learner corpora, a variety of
error-based (Dagneaux et al, 1998; Diaz-Negrillo et al, 2006) or native-based annotation schemes
have been developed over time. This makes cross-corpora data comparison difficult. A solution is to
be  found in work on data-exchange through a functional  re-tagging of  the  corpus.  Research on
demonstrative-related  errors  shows  problems  with  the  selection  of  not  only  demonstratives
(Lenko-Szymanska, 2004), but also of pro-forms including the pronoun it. Demonstratives endorse
distinct grammatical functions, and their selection is highly dependent on the contexts of use and
“certain  features  of  the  indexical  element's  immediate  context  play  a  decisive  role  in  its
interpretation” Cornish (1999: 83). Errors in the form of substitutions occur within learner language
when indexical expressions are constructed by learners.  It is  therefore paramount to characterise
indexicals in their functional nature in order to explore the contexts in which they compete, hence
revealing  a  micro-system  of  referential  errors.  This  characterisation  has  been  partly  achieved
previously via a modified PoS annotation scheme that helps to distinguish the functional roles of this
and  that.  Our hypothesis  is  that these contexts partly correspond to PoS sequences  that  may be
repetitive, forming L1-specific patterns. We intend to identify these patterns with queries embarking
PoS and text information, especially with the supplementary TPRON tag identifying pro-form uses
(versus deictic) of this and that and PRP identifying it.
In our experiment, we use two corpora of learner English, PoS tagged with TreeTagger (Schmid
1994) with this modified tagset. Corpus files contain their own XML structure that includes two
layers of information (text  and PoS),  queryable simultaneously with NITE NXT Search.  As our
linguistic goal is to explore the micro-system of pro-form reference used by learners, we want to see
if there are differences in the use of the pronoun  it and the demonstratives as pro-forms between
Spanish  and  French  learners  of  English.  We  use  NOCE  (Diaz  Negrillo  2009),  a  PoS  and
error-annotated  corpus  of  written  English  of  Spanish  speakers,  and  LONGDALE  -  DIDEROT
(Meunier et al. 2008), a corpus of spoken English of French speakers. Replicating a previous corpus
comparison (Heid et al. 2004) with NXT Search (Carletta et al. 2003), we converted the two corpora
to  the  NITE NXT format.  Both  corpora  are  converted with the creation of  a  metadata  file  that
matches  each  corpus  to  two  distinct  NITE  observations.  Both  corpora  can  thus  be  opened
simultaneously. We apply queries to analyse variations on the uses of the pro-form function of the
demonstratives both as subjects and objects of verb phrases. Search queries combine text and PoS to
search all the occurrences of  this/that  pro-forms and it pronouns in both corpora. For example the
query: ($word) : $w@orth = "this" && $word@pos= “TPRON” allows the extraction of all forms of
this whose function is that of a pro-form. 
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Query results allow the comparisons of patterns such as this pro-form + verb or that pro-form + verb
or it + verb across L1s. Consequently, pro-form-related errors within the referential micro-system are
detected and they suggest that variations exist between L1s. By combining multiple annotation layers
with  several  corpora,  queries  have  levels  of  complexity  that  span the  texts  syntagmatically  and
paradigmatically, and patterns of use of pro-forms in learners are revealed. This experiment supports
the view that automatic-POS tagging can help error analysis (Diaz  et al.  2010) and finer-grained
PoS tagging adapted to functional distinctions (deictic vs pro-form) paves the way to the analysis of
cross-linguistic L1 effects. 
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We present the EF Cambridge Open Language Database, henceforth, efcamdat, a new
open access database of written L2 English. efcamdat was developed at the Dept of The-
oretical and Applied Linguistics, at the University of Cambridge in collaboration with EF
Education First, an international educational organisation. efcamdat contains writings sub-
mitted to Englishtown the online school of EF, accessed daily by around 300,000 learners
worldwide. The magnitude of EF operations has allowed us to build a resource of consider-
able size, currently containing 412K scripts from 76K learners summing up 32 million words.
As new data come in, we expect to reach 100 million words by 2014 and be able to follow
the longitudinal development of even more students.

efcamdat consists of writings submitted to Englishtown, the online school of EF Edu-
cation First, accessed by language learners all over the world (Education First, 2012). A full
course in Englishtown spans 16 proficiency levels aligned with common standards such as
TOEFL, IELTS and the Common European Framework of Reference for languages (CEFR).
When students start a course at EF they are placed at the first level of a stage (levels 1, 4,
7, 10, 13, or 16) after a placement test and may proceed to higher levels through successful
progression through coursework. Each of the 16 levels contains eight lessons, offering a variety
of receptive and productive tasks. efcamdat consists of scripts of writing tasks at the end
of each lesson on topics like those listed in Table 1.

Table 1: Examples of essay topics at various levels. Level and unit number are separated by
a colon.

ID Essay topic ID Essay topic

1:1 Introducing yourself by email 7:1 Giving instructions to play a game
1:3 Writing an online profile 8:2 Reviewing a song for a website
2:1 Describing your favourite day 9:7 Writing an apology email
2:6 Telling someone what you’re doing 11:1 Writing a movie review
2:8 Describing your family’s eating habits 12:1 Turning down an invitation
3:1 Replying to a new penpal 13:4 Giving advice about budgeting
4:1 Writing about what you do 15:1 Covering a news story
6:4 Writing a resume 16:8 Researching a legendary creature

Given 16 proficiency levels and 8 units per level a learner who starts at the first level and
completes all 16 proficiency levels would produce 128 different essays. Essays are graded by
language teachers; learners may only proceed to the next level upon receiving a passing grade.
Teachers provide feedback to learners using a basic set of error markup tags or through free
comments on students’ writing. Currently, efcamdat contains teacher feedback for 36% of
scripts.

The data collected for the first release of efcamdat contain 551,036 scripts (with 2,897,788
sentences, and 32,980,407 word tokens) written by 84,864 learners. We currently have no in-
formation on the L1 backgrounds of learners, but metadata on the L1 background of learners
is being collected for the second release of the database. Information on nationality is, thus,
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used as the closest approximation to L1 background. efcamdat contains data from learners
from 172 nationalities, with 28 nationalities having more than 100 learners, and 38 nationali-
ties having more than 50 learners. Table 2 shows the spread of scripts across the nationalities
with most learners.

Table 2: Percentage and number of scripts per nationality of learners

Nationality Percentage of scripts Number of Scripts

Brazilians 36.9% 187,286
Chinese 18.7% 96,843
Russians 8.5% 44,187
Mexicans 7.9% 41,115
Germans 5.6% 29,192
French 4.3% 22,146
Italians 4.0% 20,934
Saudi Arabians 3.3% 16,858
Taiwanese 2.6% 13,596
Japanese 2.1% 10,672

Most learners only complete portions of the program. Nevertheless, around a third of
learners (around 28K) have completed 3 full levels, corresponding to a minimum of 24 scripts.
Texts range from a list of words or a few short sentences to short narratives or articles. As
learners become more proficient they tend to produce longer scripts. On average, scripts
count 7 sentences (SD=3.8). Sample scripts are shown in the following figure.

1. Learner 18445817, Level 1, Unit 1, Chinese
Hi! Anna,How are you? Thank you to sendmail to me. My name’s Anfeng.I’m 24 years

old.Nice to meet you !I think we are friends already,I hope we can learn english

toghter! Bye! Anfeng.

2. Learner 19054879, Level 2, Unit 1, French
Hi, my name’s Xavier. My favorite days is saturday. I get up at 9 o’clock. I have

a breakfast, I have a shower... Then, I goes to the market. In the afternoon, I

play music or go by bicycle. I like sunday. And you ?

3. Learner 19054879, Level 8, Unit 2, Brazilian
Home Improvement is a pleasant protest song sung by Josh Woodward. It’s a simple

but realistic song that analyzes how rapid changes in a town affects the lives of

many people in the name of progress. The high bitter-sweet voice of the singer,

the smooth guitar along with the high pitched resonant drum sound like a moan

recalling the past or an ode to the previous town lifestyle and a protest to the

negative aspects this new prosperous city brought. I really enjoyed this song.

efcamdat scripts have been annotated automatically with with Penn Treebank part-
of-speech tags (Marcus et al., 1993) and grammatical relations according to the Stanford
Dependency scheme (De Marneffe and Manning, 2008). Details of the automatic annotation
and an evaluation of how these tools perform on learner data is presented in (Geertzen et al.,
2012).
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The database is accessed through a web based interface at http://corpus.mml.cam.ac.
uk/efcamdat/. The interface supports selection of scripts from different proficiency levels and
by learners of different nationalities, search for parts of speech and grammatical relations and
export of raw text as well as tagged scripts. efcamdat is freely available to the academic
community subject to an end-user agreement protecting copyright.
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According to Flowerdew (2006) nominalizations are problematic for learners. Cross-sectional studies 

have established a positive correlation between the frequency of nominalizations in L2 texts and 

rating scores of L2 academic writing ability (e.g., Grant and Ginther, 2000). Yet it is unclear what 

exactly the frequency of nominalizations is a measure of: register development, language 

proficiency, or genre sensitivity? Also unclear is the degree to which greater nominalization use is a 

reliable indicator of better use.  

To investigate these questions, we draw on two corpora: the Longitudinal Database of Learner 

English (LONGDALE) and the International Corpus of Learner English (ICLE). We compare 

nominalization use in French and Spanish L1 learners of English as a foreign language. The French 

subcorpus comes from LONGDALE and is truly longitudinal whilst the Spanish subcorpus is 

pseudo-longitudinal and comes from ICLE.  

Comparisons in nominalization use will be made: 

-  among L1 backgrounds 

-  across genres (short opinion pieces vs. longer literary or linguistics EAP essays) 

-  across proficiency levels  

 

From a theoretical perspective, we combine Tardy’s (2009) model of genre knowledge (as adapted in 

Gentil, 2011), Halliday and Martin’s (1993) notion of grammatical metaphor, and Biber’s 

operational definition of nominalizations as abstract nouns formed from verbs or adjectives through 

derivational morphology (Biber, Conrad, & Leech, 2002, p. 458). This three-pronged framework 

helps to conceptualize nominalization use in relation to genre/register development and language 

proficiency. We also touch on the potential influence of the L1 background.  

 

CLAWS part-of-speech tagger and UCREL Semantic Analysis System (USAS) are used to identify 

nominalizations, while WordSmith Tools facilitates the investigation of use in context. A coding 

system was also developed to tag nominalizations for grammatical accuracy and rhetorical 

appropriateness.  

 

Preliminary analyses of nominalization use for the L1 French subcorpus indicate minimal variation 

between year 1 and year 3 within the short opinion pieces, but significant differences between this 

genre and the year-4 literary or linguistic term papers. The data analysis is currently being done for 

the L1 Spanish subcorpus. The full set of results will be available by September 2013. 
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In recent years a growing number of research projects focus on combining ‘Can Do’ descriptors of 
the CEFR proficiency levels (Council of Europe, 2001) with research findings on the acquisition of 
various linguistic features by second language (L2) learners (Bartning et al. 2010; Hawkins & 
Buttery 2010; Hawkins & Filipoviü 2012; Prodeau et al. 2012), yielding to the establishment of a 
correlation between CEFR and the specificities of individual linguistic systems. Such efforts have 
focused mainly to adult L2 learners.  
The present study draws from this line of research and aims at identifying the main characteristics of 
written language produced by young L2 learners of Greek enrolled in Greek state schools. The 
research question it attempts to answer is: What are the linguistically informed features that 
discriminate proficiency levels of young Greek L2 learners?  
To this end, a corpus of written productions was compiled. Students attending grades three to six of 
primary school performed two writing tasks: (a) a narrative based on the Cat Story picture series 
(Hickman 2003), and (b) a letter or diary entry. Each student was placed at a CEFR level on the basis 
of the aforementioned written productions by two evaluators. Rating was based on CEFR descriptors 
and more specifically on the Overall Written Production, Creative Writing and Lexical, Grammatical 
and Orthographic Competence scales. In order to control for task effects, the letter and diary entry 
were excluded from further analysis. Narratives placed at the same level by both evaluators were 
included, resulting in a corpus of 150 scripts (9742 tokens). Levels A2, B1 and B2 are represented in 
the corpus, with 50 scripts in each level. 
Narratives were manually transcribed and annotated with respect to:  
(a) type of clause (independent / dependent and type of dependent clause), 
(b) clitics within the verb frame, subcategorized into correct and incorrect uses, 
(c) adjectives and adverbs, subcategorized into descriptive and evaluative and 
(d) discourse markers, and type of discourse marker (additive, temporal, contrastive, inferential, 
other). These features where selected on the basis of previous research on Greek L2 acquisition, 
which found differences among proficiency levels with respect to narrative length, use of 
conjunctions and dependent clauses, clitics and evaluative devices (Kantzou 2010, 2012, Stamouli 
2010, Varlokosta & Triantafyllidou 2003). 
Moreover, in order to proceed to an accurate measurement of lexical density, a second, error-free, 
version of the corpus was created by eliminating spelling errors.  
Statistical analysis of the data (One-way ANOVA and Bonferroni test) revealed significant 
differences between all levels in terms of narrative length (number of tokens and types, and number 
of clauses). 
As for type of clause, the percentage of dependent clauses was found to discriminate both A2 from 
B1 and B1 from B2. It is worth mentioning that zero frequencies of dependent clauses were 
encountered only in A2 and B1, whereas there was at least one dependent clause in all B2 scripts. In 
other words, scripts with zero dependent clauses are most likely to belong to A2 or B1.  
Neither the ratio of clitics to tokens nor the mean number of clitics per clause was found significantly 
different, whereas correct uses discriminated all levels. Results showed that when a learner exhibits 
at least one infelicitous use of a clitic, it is likely that s/he is at level B1 or below. 
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Number of adjectives and adverbs were found non-discriminatory. By contrast, the type of adverb, 
i.e. evaluative vs. descriptive, plays a significant role in discriminating levels. Almost half of the 
adverbs used by B2 learners expressed the learner’s evaluative judgments. The number decreases 
significantly as the level decreases, from 25% in B1 to only 5% in A2. 
The total number of discourse markers proved to discriminate B2 from B1. B2 learners seem to have 
used at least one discourse marker in every two clauses. The analysis of different types of discourse 
markers showed significant differences between levels, e.g. decreased use of additives as the level 
increases. This is due to the very frequent use of the common additive țĮȚ (and) in lower levels. As 
the learner’s vocabulary grows, s/he exploits different discourse markers to make more subtle links 
between utterances. 
Finally, the ratio of functional to content words did not differ significantly between levels. This 
demonstrates that lexical density was a non-discriminatory feature. 
On the basis of these results, a number of indices are put forward as criterial features discriminating 
language proficiency levels in L2 Greek narratives: narrative length, frequency of dependent clauses, 
correct uses of clitics, use of evaluative adverbs and additive discourse markers. Further research 
needs to validate these indices as criterial features for CEFR levels, by investigating different 
discourse types in larger corpora. By linking the CEFR levels to linguistic indices, human rating of 
L2 written productions will gain in reliability. Moreover, these criterial features can be used in data-
driven approaches for the (semi)automatic evaluation of writing. 
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A typical characteristic of language is its highly formulaic nature: “native speakers of any given 
language know that there are certain preferred formulations of it” (Wray 2006). Even though 
semantically transparent, collocations, for example, have to be memorized according to their 
common use by native speakers (e.g. to brush one’s teeth). Such fixed collocations restrict the use 
of other potential combinations (e.g. to wash one’s teeth) which could also transport the same 
semantic content. As a specific type of collocation, idioms are characterized by the fact that the 
content of the entire construction is semantically not transparent, i.e. the meaning of the idiom 
cannot be directly computed from its parts (cf. Burger 2010, Pawley & Syder 1983). This is why 
deviations from the canonical form often lead to a disruption of the entire idiom, so that the 
conventionalised meaning of the idiom gets lost. However, depending on the particular idiom, 
some variant forms are sometimes possible, which increases the difficulty for language learners 
to comprehend and use idioms properly in a foreign language (Wray 2002, 2006). 
However, not only do foreign language learners usually have problems with formulaic language 
and in particular with idioms, but also native speakers can produce erroneous forms of idioms in 
spoken and written language when using their native language (L1) (cf. Margewitsch 2006). 
Errors arise especially in such contexts in which writers have to use a special variety of their L1 
that they are about to learn. Academic language (“Bildungssprache”, cf. Gogolin & Lange 2010, 
Habermas 1981), used in schools and universities, is such a variety. Academic language is not the 
students’ everyday language but has to be learned for educational purposes. In this context, also 
native speakers at any age can become learners of a variety of their L1. 
The project “KoKo” focuses on writing competences of L1 learners at the end of secondary 
school. The KoKo corpus contains a collection of more than 1300 argumentative texts on the 
same topic (more than 700.000 lexical tokens) written in an educational context by native 
speakers of German. All texts were collected from three different regions of the German speaking 
area characterized by different diatopic varieties: South Tyrol (Italy), North Tyrol (Austria), and 
Thuringia (Germany). The analyses comprise different linguistically relevant aspects, such as 
orthographic, grammatical, lexical, and text competences. 
Based on our work on the KoKo corpus, this talk focuses on one particular aspect of lexical 
knowledge, namely the correct and proper use of formulaic language (cf. Read 2004, Wray 2002, 
Nation 2001) as it shows in the use of idioms in the KoKo corpus. Our main question is how 
learner errors can be separated from other forms of variation (diatopic, diachronic etc.). The talk 
will provide an overview of the recursive approach that was chosen to answer this question. The 
recursive approach combines an explorative method with an analytic one (Sailer 2007, Moon 
2007). Idioms were automatically extracted with the help of a program that allows searching for 
predefined patterns of collocations (Weller & Heid 2010). The results of the automatic extraction 
comprise a list of possible formulaic sequences. This list can be sorted for key words of idioms 
which, in turn, produces a list of all variants of a formulaic sequence in the corpus. To analyse the 
list of variants manually, a procedure was established that facilitates the discrimination of learner 
errors from all forms of accepted variants of an idiom, such as diatopic variants, and any other 
deviation from the common pattern (for example effects of language change). The basis of the 
procedure is a default hypothesis (H0), which says that all deviations are learner errors. If any 
doubt concerning the validity of H0 arises, e.g. because there is a regional distribution within the 
corpus, alternative hypotheses (H1, H2, …, Hn), such as “the derivation of the canonical form is a 
diatopic variant”, will be tested in order to falsify H0 (cf. Abel & Glaznieks in print). Testing an 
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alternative hypothesis may also involve the use of a reference corpus, e.g. the German Reference 
Corpus (DeReKo). 
This approach ensures an accurate testing of possible alternative explanations for deviations from 
a canonical form. Thus, it helps with making informed decisions about the discussed phenomena 
and brings forward variation that may not be registered yet in existing reference tools such as 
dictionaries. 
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Contrastive interlanguage analysis (CIA) is undeniably the most popular method used to analyse 
learner corpora. Introduced exactly twenty years ago under the name of ‘comparative interlanguage 
research’ (Granger, 1993), it was relabelled ‘contrastive interlanguage analysis’, abbreviated as CIA, 
in 1996. Since then it has generated numerous studies involving a highly diversified range of learner 
populations in an increasingly larger number of languages. In the twenty years since the emergence 
of CIA, the general approach to language – and English in particular – from an applied perspective 
has undergone significant changes. It is therefore time to revisit the method and reappraise it in the 
light of these changes. In my presentation I will tackle the two branches of the CIA method: 
comparison of native and non-native language and comparison of several non-native varieties. The 
criticisms that have been levelled at each type will be addressed, with a particular attention to the 
highly controversial issue of the native speaker norm (Mukherjee, 2005). I will also explore why the 
CIA approach and learner corpus research in general have failed to have a significant impact on the 
field of second language acquisition. This critical survey will lead to the presentation of a revised 
version of the CIA model, referred to as CIA2. In the last part of my presentation I will broaden the 
perspective by advocating an integrated approach to ‘crosslingual varieties’, i.e. varieties of language 
that have specific characteristics due to the interplay of two or more languages. Foreign/second 
learner varieties clearly qualify as crosslingual, but so do other varieties, in particular lingua franca 
varieties (Cogo & Dewey, 2012) and translated language (Olohan, 2004). Investigations of the same 
linguistic phenomena in different crosslingual varieties could help us identify their shared and unique 
characteristics, thereby contributing to a better understanding of each variety. 
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This paper presents findings from a PhD study of the grammatical encoding of past time in L2 
Norwegian. In Norwegian, the notion of past is grammaticalised through two categories, the 
preterite and the perfect, which are the main structures that have been addressed in the study. 
The overall aim was to explore the grammatical encoding of past time in texts written by 
Vietnamese (N=99) and Somali (N=97) learners of Norwegian. The texts are extracted from 
an electronic learner corpus of Norwegian (ASK), and the texts are assessed to be at two 
levels of proficiency; A2 and B1. 
 
The learners’ grammatical encoding has been explored from two principally different 
theoretical positions: one which emphasises the universal, common path of the acquisition of 
tense and aspect morphology in the L2, and one which stresses the importance of influence 
from previously acquired languages in L2 acquisition. The overall aim of the thesis was firstly 
to empirically investigate the role of L1 influence in the learners’ grammatical encoding of 
past time in Norwegian. This part of the study relates to Jarvis’s (2000) methodological 
framework for investigating transfer effects. The second aim was to investigate the role of 
verb semantics as described in The Aspect Hypothesis—in particular, to examine whether the 
predictions concerning the role of telicity in acquisition of L2 verbal morphology hold for the 
current interlanguage data. Finally, the study also aimed to investigate whether there is 
interaction between influence from the learner’s L1 and verb semantics, as described in some 
previous studies (e.g. Collins 2002, 2004). In order to reach these aims, three research 
questions and associated hypotheses have been examined:  
 
1. L1-influence: Do the Vietnamese and the Somali learners display a pattern in their 

use/non-use of the present perfect and preterite in Norwegian that points to within-group 
similarities, between group differences and cross-language congruity? 
 

1.1 The Vietnamese-speaking learners will use the present perfect correctly more frequently 
than the Somali-speaking learners will. 

1.2 The Somali-speaking learners will have a higher degree of incorrect use of the preterite in 
contexts where Norwegian requires the present perfect, and a higher degree of incorrect 
use of the present perfect in preterite contexts, than will Vietnamese-speaking learners. 

 
2. Lexical aspect: Do the learners’ use of the preterite and present perfect in Norwegian 

agree with the earlier findings that support the Aspect Hypothesis?  
 

2.1 The Vietnamese-speaking and Somali-speaking learners will have higher verb type 
proportion in telic verb phrases (achievements and accomplishments) with preterite and 
present perfect inflection than in atelic verb phrases (states and activities) with preterite 
and present perfect inflection. 

2.2 The Vietnamese-speaking and Somali-speaking learners will have higher verb type 
proportion in telic verb phrases (achievements and accomplishments) with correct 
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preterite and present perfect inflection than in atelic verb phrases (states and activities) 
with correct preterite and present perfect inflection. 

 
3. Interaction between L1 influence and lexical aspect: Do the learners’ L1s affect the 

sequence of development of past morphology as described in the Aspect Hypothesis? 
 

3.1 The Somali-speaking learners will have a higher degree of incorrect use with telic verb 
phrases, in contexts that require the present perfect or the preterite in Norwegian, than will 
Vietnamese-speaking learners. 

 
The main findings from the analysis can be summarised as follows. Firstly, transfer effects are 
detected in the analysis; the patterns of use/non-use of the preterite and present perfect in texts 
written by the L1groups are quite different and they reflect differences in the encoding of time 
in the L1s. Secondly, lexical-aspectual influence as predicted in the Aspect Hypothesis, which 
claims the acquisition of past morphology to be influenced by the telicity in verb phrases, is 
not revealed. Finally, some kind of interaction of influence between the learners’ L1s and the 
temporal content in inflectional categories is detected; however, the precise type of interaction 
is difficult to discern. These main findings yielded by the analysis of the 196 texts will be 
presented and discussed against the backdrop of the theoretical perspectives and previous 
findings addressed in the study. 
 
References 
Bardovi-Harlig, Kathleen. (2000) Tense and aspect in language acquistion: Form, meaning 

and use. Language Learning 50 (Supplement 1):xi-491. 
Collins, Laura. (2002) The Role of L1 Influence and Lexical Aspect in the Acquistion of 

Temporal Morphology. Language Learning 52 (1):43-94. 
———. (2004) The Particulars on Universals: A comparison of the acquisition of tense-

aspect morphology among Japanese and French-speaking learners of English. 
Canadian Modern Language Review 61:251-274. 

Common European framework of reference for languages: learning, teaching, assessment. 
(2001) Cambridge: Cambridge University Press. 

Jarvis, Scott, and Terence Odlin. (2000) Morphological type, spatial reference, and language 
transfer. Studies in second language acquisition 22:535-556. 

Jarvis, Scott, and Aneta Pavlenko. (2008) Crosslinguistic influence in language and 
cognition. New York: Routledge. 

 

55



Exploring CEFR classification for German based on rich linguistic modeling
Julia Hancke, Detmar Meurers

Universität Tübingen
{jhancke,dm}@sfs.uni-tuebingen.de

The issue The Common European Framework of Reference for Languages (CEFR) has gained a
leading role as an instrument of reference for the certification of language proficiency. At the same
time, there is increasing interest in a more comprehensive empirical characterization of the relevant
linguistic properties of the CEFR levels.

The research reported on in this paper approaches this issue by studying which linguistic properties
reliably support the classification of short essays in terms of CEFR levels. Complementing the
work on English criterial features and learner language characteristics that is starting to emerge
(Hawkins & Buttery 2010; Yannakoudakis et al. 2011), we focus on identifying learner language
characteristics of different levels of German proficiency.

Corpus used The empirical basis of our research consists of 1027 professionally rated free text
essays from CEFR exams taken by second language learners of German. Each exam level (A1 to
C1) is represented by about 200 texts, varying between 8 and 366 words in length (mean length of
121 words). The data has been collected by the project MERLIN – Multilingual Platform for the
European Reference Levels: Interlanguage Exploration in Context (http://merlin-platform.eu).

Features explored We defined a broad set of 3821 features which can be automatically identified
using current NLP tools. We primarily use complexity measures from Second Language Acquisi-
tion research to model lexical and morphological richness and syntactic sophistication:

At the lexical level, we started by adapting the features discussed for English by Lu (2012) and Mc-
Carthy & Jarvis (2010) for German. To measure the depth of lexical knowledge, we implemented
a number of features suggested by Crossley et al. (2011). We extracted frequency scores from the
lexical database dlexDB (http://dlexdb.de). We computed features of lexical relatedness using Ger-
maNet 7.0 (http://www.sfs.uni-tuebingen.de/lsd), a lexical-semantic resource for German, similar
to WordNet (Miller 1995) for English. We added shallow measures of spelling errors in terms of
the number of content word types not found in dlexDB and the misspelled words found by Google
Spell Check (version 1.1, https://code.google.com/p/google-api-spelling-java).

Our morphological features for German capture the learner’s use of mood, case, and word forma-
tion. We automatically extracted tense patterns from the RFTagger (Schmid & Laws 2008) output
and included frequency ratios of these pattern as features for our classifier. The tense features might
allow more detailed insights into the tenses the learners used at each of the levels.

At the syntactic level, our features are mostly inspired by the measures used for the analysis of
syntactic complexity in English (Lu 2010). However, German syntactically differs from English
in several relevant respects. For example, German allows subjectless sentences. Thus, while in
general the intention behind the English SLA complexity measures can be expressed in terms of
the German syntactic structure and categories, the process of adapting and defining syntactic com-
plexity features for German is far from trivial. As basic syntactic vocabulary for German, we made
use of the Negra treebank annotation scheme (Skut et al. 1997).

We added dependency-based features of syntactic complexity that were previously used in second
language writing assessment (Yannakoudakis et al. 2011) and readability assessment (Vor der Brück
& Hartrumpf 2007; Vor der Brück et al. 2008; Dell’Orletta et al. 2011).
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We automatically extracted parse tree rules from the parse trees produced by the Stanford Parser,
following Briscoe et al. (2010) and Yannakoudakis et al. (2011), who used a similar feature based
on the output of the RASP parser. We used frequency ratios of these parse tree rules as features for
our classifier.

Complementing the linguistic syntactic analysis, we also implemented a number of shallower lan-
guage features. Unigram, bigram and trigram language model scores provide statistical compar-
isons to a linguistically simpler model based on a news website for children (http://news4kids.de)
and a more complex model based on a news website for adults (http://www.n-tv.de).

NLP tools used To automatically identify the lexical, morphological, and syntactic features, we
employ a range of NLP tools and resources including Apache OpenNLP (http://opennlp.apache.
org), RFTagger (Schmid & Laws 2008), the Stanford Parser (Rafferty & Manning 2008) with the
standard German model trained on the NEGRA corpus (http://coli.uni-saarland.de/projects/sfb378/
negra-corpus), the SRILM Language Modeling Toolkit (Stolcke 2002), and the lexical database
dlexDB (http://dlexdb.de). For dependency parsing we used the MATE dependency parser (Bohnet
2010), with the standard model for German (Seeker & Kuhn 2012) trained on the TIGER corpus.
Before tagging and parsing, a Java API for Google Spell Check was used to reduce problems caused
by spelling errors.

Experimental setup On the basis of the 3821 automatically derived features, we trained a clas-
sifier using the Sequential Minimal Optimization (SMO) Algorithm as implemented in the WEKA
toolkit (Hall et al. 2009). We split the dataset into a training and test set by randomly assigning
2/3 of the samples from each class to the training set (721 samples) and 1/3 to the test set (306
samples). As an additional method for evaluation we used ten-fold cross-validation on the whole
dataset.

Results The following table provides an overview of the performance of the classifier for the five
level (A1–C1) CEFR classification task:

Accuracy on test set Crossvalid. on all data
Random baseline 20%
Majority baseline 32.9% 33.0%
SMO (all features) 57.2% 64.5%

SMO (best features) 62.7%

The classifier trained with all features achieves an accuracy of 57.2% with the separate training and
test set and an accuracy of 64.5% when using cross-validation on all data. Compared to a majority
baseline of classifying all samples as the largest class, this is an improvement of 24.3% and 31.5%
respectively.

Investigating the notable difference between the test set and the cross-validation results, we identi-
fied two issues. Looking at the results of each individual cross-validation fold revealed that there is
considerable variance in the results (10.7% between the best and worst performing fold). However,
the worst cross-validation fold still had a better result than our test set. This could be an effect
to the slightly larger amount of training data available in the cross validation procedure. Another
reason for the comparably poor performance on our test set could lie in the uneven distribution of
exam types (as opposed to essay grades) across the different CEFR levels.

Examining the performance of individual feature groups with holdout estimation revealed that the
lexical (60.5%) and morphological (56.8%) features were the most successful predictors of the
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CEFR level. The syntactic features and language modeling scores were not very successful predic-
tors taken on their own (53.6% and 50.0%), but the syntactic features clearly improved the classi-
fication in combination with other features groups. Parse rule features and tense features were the
least predictive feature groups (49.0% and 38.5%), however, further experiments showed that their
indicative power improves when they are encoded as binary instead of as frequency-based features.

The best model was obtained by combining all feature groups and using WEKA’s CfsSubsetEval,
a correlation-based method for feature selection. It included a set of 34 features consisting of
syntactic, lexical, language model and morphological indicators and resulted in a classification
accuracy of 62.7% on the test set.
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This paper introduces an application of the keystructure analysis (Ivaska&Siitonen 2011; Ivaska: 
in preparation) as a data-driven method to trace potential transfer in learner language. The 
method is illustrated in an analysis of advanced learner Finnish. The research questions are 
twofold: 1) How can potential transfer be detected in a data-driven manner? 2) Which structural 
multiword sequences show potential transfer effects in advanced learner Finnish? 
Cross-linguistic influences are said to constitute the most studied and yet least understood field in 
the L2 studies (Jarvis 2000). Transfer is usually approached either by analysing the language 
product or the production process (Sajavaara & Lehtonen 1989). The position taken in this paper 
follows the corpus-driven approach (e.g. Tognini-Bonelli 2001), and the focus is on the product. 
The attempt is to find statistically significant correlations between learners’ language background 
and features of the target language (Jarvis 2000). This is essentially the concept of the 
Contrastive Interlanguage Analysis (Granger 1996), as different L1 groups are compared to 
detect these correlations. Keystructure analysis applies statistical keyness (Scott & Tribble 2006), 
and correlations are traced by comparing frequencies of structural multiword sequences in 
different L1 subcorpora. The sequences found are then analysed in terms of their typical use (cf. 
Francis 1993) to interpret the possible cross-linguistic influences behind them. 
In this paper I trace structural bigrams and trigrams that, based on the aforementioned measures, 
indicate possible transfer in advanced L2 Finnish. The sequences are defined in terms of the 
morphological forms of each word. The setting is similar to Aarts & Granger (1998) and 
Wiersma et al. (2011). The frequencies are counted following the skipgram approach, and the 
words do not have to follow each other immediately as long as they are in the same order 
(Guthrie et al. 2006). They are then compared statistically with the help of random forests 
(Breiman 2001) to find the strongest correlations. 
The corpus used, The Corpus of Advanced Learner Finnish (Ivaska & Siitonen 2009; Ivaska: in 
preparation), has been annotated in terms of lemmas, parts-of-speech, morphological forms and 
syntactic functions. The L1 groups studied are Czech, Japanese, Lithuanian and Russian, with a 
reference data of L1 Finnish. There are 26 text units from each L1 group, (overall 130 text units 
and 65,801 tokens). At the time of collection all subjects were studying in a Master’s program of 
Finno-Ugric languages and cultures. The texts were written as part of their studies, and they were 
not written for language proficiency evaluation. 

 
Preliminary results support the applicability of the method in tracing potential transfer effects in 
learner language. The statistical analysis indicated several potential keystructures. For example, 
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there is a bigram (consisting of a present indicative passive verb and a singular partitive) and a 
trigram (consisting of singular genitive, present indicative active verb in singular third person and 
a conjunction), that are more frequent in the subcorpus of L1 Japanese than in any other 
subcorpora (bigram means / 1,000 words: fi≈5.8, cs≈1.0, ja≈7.7, lt≈0.6, ru≈2.4; trigram means: 
fi≈4.1, cs≈1.9, ja≈8.5, lt≈2.8, ru≈2.4) (figures 1 and 2). In the bigrams the frequency of use by L1 
Japanese learners is close to that of native speakers, while in the trigrams L1 Japanese learners 
differ from other learner varieties and native speakers. This may indicate positive or negative 
transfer, and the possible constructional nature and typical use of these sequences should be 
analysed and contrasted with the respective L1s to interpret the possible reasons. 
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The research is a part of my Ph.D.-project which is going to explain the mechanisms behind the 

acquisition of Norwegian adjective agreement by Polish L1 learners of Norwegian. My project is 

based on cognitive language theories and it is a part of the ASKeladden-project which aims to 

explain L1 influences in acquisition of L2 using corpus based methods. In the presentation, 

however, I shall show how different L1s influence their users’ performance in L2 exemplified by 

adjective inflection in L2 Norwegian performed by speakers of English, German and Polish as 

L1. 

One can say that the adjective has the most intricate inflectional system of all the parts of speech 

in Norwegian. It must be obligatory inflected in both: attributive and predicative position, and 

there are 3 inflectional categories in the language: number, gender and definiteness. In spite of 

the system complexity, there are only 3 morphological endings to choose among: Ø, -e and –t. 

One would therefore expect no bigger problems in acquisition of the agreement in Norwegian as 

a second language. It is, however, not a fact and the possible explanation for this can be that there 

are some additional inflection rules which divide adjectives into different inflectional groups, so 

the learner must learn which group the adjective belongs to and then use the proper ending. 

In addition to this there are probably also occurrences of transfer which influence the 

performance of users of L2 Norwegian. My study will investigate if the degree of adjective 

inflection in a language makes its users more or less sensitive (depending on if there is adjective 

inflection in the language or not) to notice and follow the need of inflecting words in other 

languages they acquire. 

In my investigation I have chosen three quite distinct languages as far as adjective inflection is 

concerned. English, German and Polish differ namely between each other in the degree of 

adjective agreement and inflection in general. English has no adjective inflection at all, so there is 

no grammatical agreement between adjectives and nouns. In German adjectives are inflected in 4 

categories: number, gender, definiteness and case, but the agreement appear only in attributive 

position, and not in predicative position. Polish adjectival agreement is as much complicated as 

the Norwegian one. Polish adjectives must agree with nouns in both: attributive and predicative 

positions, and there are 3 inflectional categories of adjectives: number, gender and case. 

All data analysed by me are taken from ASK, a language learner corpus of Norwegian as a 

second language, which contains texts written by speakers of 10 different L1s on 2 proficiency 

levels. The corpus includes 100 texts of each L1 group on each level (with some exceptions in 

case of more rare languages). To my investigation I have chosen only three L1 groups: English, 

German and Polish on both levels; it means that my data comes from 600 texts written by L2 

Norwegian learners. 

To analyze the data with respect to transfer I have chosen methodology proposed by Jarvis and 

Pavlenko (2008) and Jarvis (2010). It builds on 4 types of evidence: intragroup homogeneity, 

intergroup heterogeneity, cross-language congruity and intralingual contrasts. One can state 

transfer if all of the four types of evidence are confirmed.  
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Using this method I hope to identify negative transfer in L1 English and German learners of L2 

Norwegian. I expect to find most errors in the texts written by English speaking learners. In the 

case of German speakers I expect to find missing agreement in predicative position. The Polish 

speakers are expected to perform more correctly than the two other groups as one can reckon with 

positive transfer which could be explained by similarities in adjective inflection pattern in 

Norwegian and Polish. Especially I do not expect to find any difference between inflecting 

adjectives in attributive and predicative position in case of the L1 Polish speaking learners. 

Such results would constitute evidence of crosslinguistic influence in all of the groups at the same 

time, but in a different scope. 
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The present paper links corpus-driven methodology to lemmatized, grammatically annotated and 
CEFR analyzed learner data. It especially focuses on methodology, but also reveals which lexical 
and grammatical items are specific to certain levels of L2 proficiency. Keyword analysis has rarely 
been used to analyze grammatically annotated data, and, especially, to analyze tagged learner data. 
The present paper illustrates the over- and underused items in learner data; these include grammatical 
tags, topic keywords, and tentative learner language keywords. The present paper is a follow-up 
study for an earlier investigation (Jantunen 2011a) in which the data was not yet CEFR analyzed and 
a pilot study (Jantunen 2012) in which only texts produced by Estonian learners of Finnish were 
analyzed. Unlike Martin et al. (2010) who studied the frequency, distribution and accuracy of three 
linguistic items at different proficiency levels, the present study only focuses on frequency and 
distribution, but also takes several linguistic and lexical items into account. 
The data comes from the International Corpus of Learner Finnish (ICLFI), which consists of texts 
produced by Finnish language learners at universities outside Finland. According to the learner 
corpus typology (Jantunen 2011b), ICLFI is a multi-L1, multi- proficiency-level, multi-genre, 
monolingual, non-translational, partly diachronic, whole text learner language corpus, which consists 
of text written in classroom instruction in foreign language teaching context. At the moment, 70% of 
the data have been assessed according to the CEFR scale from A1 (basic user) to C2 (proficient user) 
and 25 % is grammatically annotated and lemmatized. The present study makes use of texts written 
by students whose mother tongues are Estonian, Russian, Swedish and Dutch. In this data the scales 
vary from A2 to C1. At the moment, the total size of the annotated data is about 254.000 tokens, 
subcorpus of the Estonian L1 being the biggest (125.000 tokens). The data are annotated and 
lemmatized semi-automatically using Connexor functional dependency grammar parser (Fi-fdg, 
Järvinen et al. 2004). 
In the analysis, CEFR-analyzed subcorpora are compared with each other (i.e. A2 with B1, etc.), a 
process which reveals the differences between proficiency levels. At the second stage, the 
comparison is made between subcorpora of different mother tongues, which should reveal whether 
learners’  L1  has  an  impact  on  the  key  items  in learner data. Finally, the same subcorpora are placed 
in a comparison with native data in order to complete the picture of learners' L2 development and 
thereby to illustrate the nature of learner production compared to native production.  
The data are analyzed using WordSmith Tools KeyWords program (Scott 2008). The analysis 
reveals that data yield a complex picture of L2 production: Since the keyword analysis picks up word 
forms, lemmas, tags and other linguistic meta-information from the learner corpus data, the 
description of the features at defined developmental stages contains both lexical and grammatical 
information. This diverse information benefits the description of developmental stages in L2 learning 
offering both qualitative and statistical information on proficiency levels and L1 transfer. The 
statistical information reveals that certain grammatical items and lexical elements are either under- or 
overused at certain proficiency levels; this is illustrated by both positive and negative key items. The 
analysis also shows that in learner writing there exist certain learner language keywords, i.e. specific 
lexical items (lexical teddy bears, cf. Hasselgren 1994) that are favored by language learners. 
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Language corpora contain clues concerning the identities of the people who produced the texts in the 
corpus, and they also contain clues about those people’s backgrounds, particularly of the L1 and L2 
discourse communities they have been a part of. Some of these clues are found in discrete bits of 
information (e.g., the use of a particular word or a unique type of error), but others are detectable 
only as part of a larger constellation (e.g., where the use of a word or structure in one part of the text 
has consequences for the use of other words and structures in other parts of the text). When human 
judges are asked to identify writers’ backgrounds based on their patterns of writing, some human 
judges are surprisingly good detectives, knowing which clues to focus on and which to ignore. Some 
human judges also have well-developed intuitions that allow them to detect writers’ backgrounds 
very quickly without an apparent awareness of which clues they have relied on. 
 
Whether human judges rely on detailed analyses or on intuition, high rates of success in identifying 
writers’ backgrounds (such as their L1 backgrounds) serve as evidence of the ubiquity and reliability 
of the clues in data. High rates of detection accuracy also serve as evidence of the effects of writers’ 
backgrounds on their writing. The advantages of human judges is that they take all available clues 
into consideration at the same time and flexibly adjust the priority they give to different clues. 
However, these advantages turn into disadvantages when the researcher wants to determine the 
strengths of individual clues or classes of clues. For this, it is best to turn to machine-automated 
analyses—or detectors—which focus on only certain clues at a time, and are blind to all others. In 
this paper, I illustrate and discuss the complementary advantages of human judges and machine 
classifiers in the detection of L1 influence in L2 learner corpora. 
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Formulaic language seems to be central to successful foreign language learning. However, it also 

presents a serious stumbling block. Research examining formulaic sequences in L2 English has 

demonstrated that learners tend to underuse, overuse or misuse native-like expressions and have, 

overall, a much smaller repertoire of collocations (De Cock 1998; Granger 1998; Laufer & 

Waldman 2011). Despite the considerable interest in formulaicity, to date most studies focused 

exclusively on advanced learners in academic contexts. With the exception of Vidaković & 

Barker (2010), little is known about the development of formulaic repertoires at other proficiency 

levels. Moreover, given that lexical choices are particularly prone to L1 transfer (Jarvis 2000), far 

too little attention has been paid to the influence of L1. The aim of this paper is to report findings 

from a study concerned with the development of formulaic repertoires at the different proficiency 

levels as defined by the Common European Framework of Reference for Languages (CEFR). The 

main objectives that our research addresses are: 

 

R1: Are there any significant distributional and functional differences in formulaicity at the 

different stages of proficiency? 

 

R2: Can any significant distributional and functional differences be detected depending on the 

learners’ L1.  

 

In doing so, our research intends to offer empirical data which could be used to refine the existing 

descriptions of the CEFR levels for English and assist teachers and publishers in producing L1-

tailored teaching and exam materials. Our methodology follows a corpus-driven design (Biber et 

al. 2004, Chen & Baker 2010). It is based on a quantitative and qualitative examination of 3- and 

4-word sequences produced by learners of different L1s (Arabic, Chinese, German, Greek, 

Korean and Polish). The data under scrutiny consists of written responses obtained from three 

widely taken exams FCE (B2), CAE (C1) and CPE (C2), and are from the Cambridge Learner 

Corpus. We investigated the above research questions in a pilot study, which was based on a 

smaller sample of our data. It included responses produced by learners of L1s of Indo-European 

origin (German, Polish and Greek) and at two proficiency levels B2 and C1 (see Table 1).  

 

Table 1: Size of the pilot corpus  

Learner’s 

L1 

Tokens Types B2 level 

(tokens) 

C1 level  

(tokens) 

German 12,481 2,083 4,699 7,387 

Polish 15,930 2,531 8,127 3,888 

Greek 10,967 1,759 6,236 2,782 

Total 39,378 6,373 19,062 14,057 

 

For the pilot analysis, we retrieved 4-word sequences that were subsequently categorised 

according to their main structure (verb-based, noun-based or prepositional phrase) and function 

(referential, discourse-structuring, stance or special conversational expression) (Biber et al. 

2004).  

Our preliminary findings suggest that there are considerable differences in the use of 4-word 

combinations amongst learners of different L1s. These differences concern, in particular, the 
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types and functions of sequences. As the functional analysis revealed, Greek learners use the 

highest frequency and diversity of discourse devices, which could be attributable to L1-induced 

stylistic interference (Koutsantoni 2005, Sidiropoulou 2012,). Functional differences could also 

be detected at the two proficiency levels and across the three learner groups. As Table 2 

demonstrates, at the lower proficiency level, all learners rely heavily on referential sequences. 

With growing proficiency (C1), they employ more discourse-structuring expressions with Greek 

learners using the highest proportion of such devices.  

 

Table 2: Functional distribution of B2 vs. C1 levels  

 
 

The structural analysis did not point to any significant differences, which is perhaps attributed to 

the fact that the three L1s under investigation belong to the same language family. 

In the present study, we intend to corroborate our preliminary findings by analysing 4-word-

sequences in a larger data set including three CEFR levels (B2, C1 and C2) and responses from 

learners whose L1 is not of Indo-European origin (Arabic, Chinese and Korean). Our findings 

will be discussed and linked together with the criterial-features research (Hawkins & Filipović 

2012).  
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There has been a steadily growing interest in statistical methods in linguistics for some time now. 
Statistical methods are an important supplement to other methods in linguistics, both as hypothesis 
generators and as hypothesis tests. 
Hypothesis testing methods express the probability that a tendency found in a sample reflects 
properties in a population. When we choose a level of significance for a hypothesis test, often 
α = 0.05 in the humanities, we accept a 5 % risk of falsely concluding about a positive result. In a 
typical humanities context, this is often an acceptable risk. 
All hypothesis testing methods, both parametric and non-parametric ones, have certain conditions of 
use. If the conditions are not fulfilled, the risk of erroneous conclusions will shift either upwards or 
downwards. If the conditions are not fulfilled, we consequently don't know what risk of false 
conclusions we are running. That is not acceptable and leaves the use of the tests virtually worthless. 
In this speech I will present and discuss conditions for some commonly used statistical tests. I will 
also present conclusions from recently published research within corpus-based linguistics and 
discuss whether these conclusions are valid or not, due to possible misapplication of the commonly 
used statistical tests that the conclusions are based on. 
I will concentrate on two tests which are often regarded as ‘simple’ or ‘unadvanced’, the chi-square 
test and the t-test. These may be simple and unadvanced, but they nevertheless have conditions 
attached to them. And these conditions can still be violated and are indeed violated quite frequently 
in internationally published research. This implies that peer-reviewed, internationally published 
research in many cases makes conclusions which are presented as mathematical truths, but in reality 
are not much more than guesswork. 
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Learner corpora as well as Second Language Acquisition (SLA) researchers have looked at 
interlanguage by means of synchronic research rather than longitudinal research (Granger, 2002). A 
brief overview with regard to thematic issues related to language learners’ lexical acquisition and 
development yielded the following results: verb tense (Faunier and Littre, 2013), intensifying 
adverbs (Pérez-Paredes and Díez-Bedmar, 2012), relative pronouns (Byrnes and Sinicrope, 2008), 
lexical networks (Scott, Crossley, and Salsbury, 2009), lexical phrases (Myles, Hooper and Mitchel 
1998;  Li and Schmitt, 2009), lexical richness (Housen, Bulté, Pierrard and van Daele, 2008), word 
order (Grümpel, 2009), and articles (Liu and Gleason, 2002). As far as gender and vocabulary are 
concerned, we find longitudinal studies on learners’ lexical errors (Agustín 2010, 2009), word 
associations (Moreno, 2009) and vocabulary patterns (Ojeda and Jiménez Catalán, 2010).  

A content analysis of the literature reveals that most learner corpus studies have paid more attention 
to language learners in university rather than to language learners in school contexts. This study 
seeks to contribute to narrow the gap in learner corpus research. We provide a longitudinal corpus 
study of EFL learners’ vocabulary growth throughout 4th, 5th and 6th years of primary education in 
two types of instruction (English as vehicular language versus English as curricular subject) and 
three years of secondary education (7th, 8th and 9th grade). The specific research questions are as 
follows:  

(1) Is there a gradual increase in the number of words used in compositions by EFL learners over 
six school grades?  

(2) If such increase is observed, do male and female EFL learners behave in the same way?  

The participants wrote a letter in English in six points of time in order to measure their vocabulary 
gains. After each collection time, the compositions were typed into the computer and submitted to 
Wordsmith Tools. We classified the words according to alphabetical order and word frequency. We 
completed this analysis by calculating the means of tokens and types and by running statistical tests.  

Our preliminary findings point to: (1) an increase in the number of word types and tokens as the 
school grade increases; (3) however, the rate of increase is uneven throughout school years; and (2) 
girls achieve a significantly higher means in tokens and types in all time points.  
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Corpus studies of recurrent word sequences have outlined new directions in learner language 

research. The fact that naturally produced English consists of prefabricated multi-word units gave 

rise to the question of chunkiness of learner language. This study was designed to investigate lexical 

bundles in written language produced by learners of two different levels of proficiency. The 

definition and interpretation of lexical bundles draws on corpus studies of English (Altenberg 1998; 

Biber et al. 1999; Biber et al. 2004; Hyland 2008). Apart from the term lexical bundle, these multi-

word expressions have also been referred to as recurrent sequences (De Cock 2004), chunks 

(O’Keeffe et al. 2007), clusters (Scott 2008), or n-grams (Römer 2009). The major focus of this 

study is on the clause structure and clause segments which tend to cluster and thus form recurrent 

sequences in learner corpora that represent learners of different proficiency. Undertaken as a corpus-

driven analysis, the study also re-addresses the question of what becomes a recurrent sequence in 

learner language and argues for a more cautious methodological approach to learner corpus material. 

 

The data for this study comes from two corpora of learner English, representing Lithuanian EFL 

learners. The first corpus (the NEC corpus) consists of secondary school leavers’ examination scripts 

written during the national English examination. This is a new corpus project in Lithuania developed 

as a resource for test development and analysis of learner language. At its present pilot version, it 

consists of ca. 150,000 words. The second corpus used here (LICLE) was compiled as an ICLE 

component (Granger et al. 2009). It represents written English of English Philology students in the 

senior years of study. Its subcorpus used for this study consists of ca. 190,000 words. The research 

method involves a contrastive analysis of automatically retrieved sequences of 4-7 words from the 

two corpora. The sequences were analysed in terms of the clause segments that they span. 

 

The results of the analysis revealed several tendencies. Firstly, written language produced by less 

proficient learners contains a larger proportion of repetitive lexical strings, which is interpreted as an 

indication of their limited lexical repertoire and thus more frequent use of certain strings of words. 

Secondly, the structural analysis showed that learners of different proficiency levels tend to repeat, or 

cluster as a bundle, different segments of the clause. The language of less proficient learners contains 

more recurrent sequences that incorporate full sentence stems and predicates. In general, recurrent 

sequences in LICLE are units that indicate the subsequent complementation pattern. In contrast, 

sequences in the corpus of intermediate learners predominantly end in a lexical word and contain no 

indication that the learners have acquired the complementation pattern of the last word in the 

sequence. 
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The aim of the poster is to introduce  the research project Cross-linguistic  influence  and second 

language  acquisition: corpus-based research of Tallinn University (2010-2013, founded by the 

Estonian Science Foundation). The project addresses the fundamental question of how cross-

linguistic influence, especially first language (L1)
 
influence, determines second and foreign language 

(L2) acquisition and learning (SLA) and is based on parellel use of two Finno-Ugric learner language 

corpora, The Estonian Interlanguage Corpus (EIC) in Tallinn University (http://evkk.tlu.ee) and the 

International Corpus of Learner Finnish (ICLFI) in Oulu University (http://www.oulu. 

fi/oppijankieli).  

The project has following goals: 

1) to examine morphological, morphosyntactical and lexical cross-linguistic influence and to 

find out differences between closely related and unrelated L1 influence on SLA. 

2) to specify the role of the first and the second language influence in the acquisition of a third 

language, while one of the source languages is related to the target language and the other 

one is not.  

3) to investigate relationships between the first language influence and second or foreign 
language proficiency; 

4) to find out factors interacting and competing with L1 influence in the acquisition and 

processing of L2;  

5) to investigate the processing strategies of the learners in closely related and unrelated L1. 

 

The project applies usage-based approach to language acquisition (Bybee 2010). The Construction 

Grammar -type approach to language serves as a loose overall theoretical framework which connects 

the individual studies. For tracing the development of second language proficiency, described in 

terms of fluency, accuracy and complexity (Housen et al 2012), the DEMfad model (Martin et al 

2010) is used. In each Domain (D), such as a given linguistic structure or area of vocabulary, the 

Emergence (E), the first appearance, and the Mastery (M, at the 80 % level of accuracy) is 

determined. The three parameters used are frequency (f) of occurrence (per 1000 tokens), accuracy 

(a), as the percentage of target like occurrences, and distribution (d).  

The main question of the project is how the emergence and expansion are influenced by the learners’ 

first or other formerly acquired language. According to the Competition Model (MacWhinney 2005), 

second and foreign language learning is seen as a creation of a new set of grammatical categories, 

language learning is a process which consists of several factors leading in different directions. The 

L1 influence is one of the factors in SLA which interacts with others, such as the structures of the 

languages involved. A comparison of the structures of L1 and L2 makes it possible to find the 

interfaces between the two languages which are a prerequisite for L1 influence.  

The first languages involved in the study are Estonian, Finnish and Russian. The methodological 

starting point of the project is the framework for investigating the first language influence envisioned 

by Jarvis (2000: 249–261) and successfully used in former studies (e.g. Kaivapalu & Martin 2007). 

Writing samples of both corpora are rated by three experienced raters on a scale of Common 

European Framework of Reference for Languages: Learning, teaching and assessment (CEFR). 
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The poster introduces project participants' studies on the following topics: 

 Symmetry of the cross-linguistic influence in the acquisition of closely related languages  

 L1 influence and its psycholinguistic reality in closely related languages   

 One-to-many mapping between closely related languages and its influence on second 

language acquisition 

 The influence of non-related L1 Russian and closely related L2 Estonian on the acquisition of 

grammatical tenses of L3 Finnish 

 Writing process of L2 Estonian by Russian and Finnish learners 

 The expression of grammatical aspect in learner Estonian and Finnish by Finnish and 

Estonian learners 
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Missing prepositions — a report from an explorative corpus-based study 
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This presentation reports a small explorative study of the use of prepositions in Norwegian 
learner languages. The study is based on the ASK corpus developed at the University of 
Bergen and accessible through the newly developed web-based platform Corpuscle (Meurer 
2012).  
We will present the ASK corpus as well as some results from the preposition study. We will 
give a very brief presentation of what kind of data and information the corpus contains and we 
will illustrate some search possibilities, using the preposition study as an example. We will 
identify patterns emerging from the search results and our categorization of the structural 
contexts of the prepositions. We will show that across the structural categories there are 
conceptually based semantic patterns. Furthermore, these patterns are closely connected to 
some highly frequent collocations. 
Prepositions are frequent, grammatically multifunctional and polysemous, straddling the 
divide between grammar and lexicon. The use of prepositions is perceived as difficult when 
learning and teaching L2 Norwegian. The learners may choose a wrong preposition, use a 
redundant preposition, or the preposition may be missing – all this of course in contrast to 
conventional Norwegian language use. 
What kind of study a corpus is suitable for depends on the kinds of textual data and analytic 
information added to it. ASK contains 1700 written texts collected from two different 
language tests for adults in Norwegian L2. The tests are intended to measure whether the 
learner languages are at or above the B1 and B2 levels of proficiency. 1100 of the texts have 
been reevaluated according to the CEFR description (Carlsen 2012). The texts are written by 
learners with German, Dutch, English, Spanish, Russian, Polish, Bosnian-Croatian-Serbian, 
Albanian, Vietnamese and Somali as their L1.The corpus also contains 200 Norwegian L1 
texts written by adults with the same kind of assignments. It is easy to choose sub-corpora by 
making a selection, for instance based on test level, L1 group, age group, residence time etc.  
The annotations in ASK are suitable for a study of learners’ use of prepositions. The corpus 
texts have been manually tagged for ”error”. For each error tag, a ”corr” (correction) tag has 
been added. The error annotation is done in accordance with the principles described in 
Tenfjord, Hagen & Johansen 2006). Furthermore, the corpus has been automatically tagged 
for parts of speech and certain other syntactic and morphological information. 
In our preposition study, we first searched for prepositions, resulting in a frequency list from 
which we chose the three most frequent ones: i (‘in’), på (‘on’) and til (‘to’). We then 
searched for these prepositions when tagged for the error codes W (wrong word), R 
(redundant) and M (missing). In addition, we searched for prepositions corrected to i, på or til. 
På was the most frequently missing preposition, and it was also the most frequent preposition 
used as a correction when a wrong preposition was used. Therefore, på seemed to us to be a 
suitable object for an explorative study. 
When the data had been collected, we categorized the structural contexts in which the 
preposition was missing: What kind of syntactic construction is the (target language) 
prepositional phrase part of, and what kind of complement does the preposition have? Thus, 
we started out with a structurally based error analysis. 
Some frequent constructions where på is missing are (more or less) idiomatic expressions 
(like håpe (på) noe ‘hope for sth.’), constructions where the preposition is used to subordinate 
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a clause under an adjective (like sikker (på) at … ‘sure (about) that ...’), and relative clauses 
with a “stranded” preposition (like samme skole som jeg går (på) ‘the same school that I go 
to’). 
Several of the constructions are both typologically rare and structurally complex – and it is 
reasonable to assume that they are difficult to acquire. It is also of interest that across the 
structurally identified constructions many of the idiomatic expressions stand for a cognitive 
“direction” (attention directed towards something), offering a possibility for a semantically 
based approach to the teaching of these complex structures. 
The results of this small explorative corpus-based study provide a basis for generating new 
hypotheses about the connection between frequency, collocations and semantics in the context 
of language learning. 
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Lexicogrammatical  profile of Estonian as a second language on the B1 
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In Estonia as in the whole European Union the CEFR is used as the basis for determining 
second language proficiency. In the CEFR the language levels are described in the "can do" 
style and these detailed descriptions can be applied to all languages. However, curriculum 
writers, the authors of study materials, the assessors of language proficiency, the language 
teachers and learners also need more language specific information about vocabulary, phrases 
and constructions which are important to communicate successfully on particular levels of the 
language proficiency. In Estonia the first step in specification of the language levels has been 
taken: the language level descriptions are compiled and published (Ilves  2008,  2010;  
Hausenberg 2008;  Kerge  2008). There the preliminary description of vocabulary and 
grammatical constructions essential for expressing language functions and general concepts 
in different language levels is presented, but it still based more on intuition and experience 
than on the scientific researches. 
 
In my doctoral thesis I will examine the lexicogrammatical profile of B1 and B2 writing 
performances in Estonian as a second language, both quantitatively and qualitatively. The 
study is carried out on a sub-corpus of Estonian Interlanguage Corpus which contains written 
B1 and B2 level examination papers of Estonian as a second language.  
 
The lexicogrammatical construction is meant as co-occurence of words with syntactical 
relationship between them (ta tahab minna kontserdile – he wants to go to the concert, pilet 
on kallis – ticket is expensive, kaks raamatut – two books). 
 
The main research questions are: 

1. Which lexicogrammatical constructions  are typical in the writing performances  at B1 
level. 

2. Which lexicogrammatical constructions  are typical in the writing performances  at B2 
level. 

3. What are the main similarities and the main differences between the 
lexicogrammatical constructions at B1 and B2 level. 

 
The main hypotheses are: 

1. At B1 level the frequency of the less common lexicogrammatical constructions has 
been increased.   

2. At B1 level the accuracy of using the more common lexicogrammatical constructions 
has been increased.   

3. At B2 level the accuracy of using the less common lexicogrammatical constructions 
has been increased. 

  
The theoretical framework of my research is based on three dimensions of language 
proficiency: complexity, accuracy and fluency (Housen, Kuiken 2009). In addition the 
DEMfad model (Franceschina, Alanen, Huhta & Martin, 2006) concepts are used: domain 
(areas of developing language skill, construction or a set of constructions, a set of vocabulary 
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etc), emergence (the first occurence of some indication of the presence of a domain), mastery 
(approximately target-like use of the domain from the standpoint of frequency and 
distribution), frequency (related to the concept of fluency and calculated per 1000 words of 
running text), accuracy (compared to native speakers at 80% level), distribution (a cover term 
for several types of phenomena which can be tracked in learner development). 
 
In the process of investigation the program WordSmith Tools 5,0 (Scott, Tribble 2006) and 
corpus-driven approach will be used. By using the program, three lists will be compiled for 
both levels (B1 and B2): the vocabulary frequency list, concordances and key words. Then 
the words will be grouped (objects, actions and processes, qualities and states, amounts and 
extents, time and space, relations and connections) and descriptions of frequent 
lexicogrammatical constructions will be compiled (including usage contexts, collocations and 
typical incorrectnesses).  Then the results of B1 and B2 levels will be compared. Finally the 
lists of lexicogrammatical constructions including descriptions will be compiled. 
 
The results can be used in development of teaching Estonian as a second language. They can 
be useful for curriculum writers, the authors of study materials, the assessors of language 
proficiency, the language teachers and learners. 
 
In my paper the preliminary results of the corpus-driven study of written performance on the 
B1 level will be presented and discussed. 
 
Keywords: second language acquisition, corpus-driven study, lexicogrammatical 
constructions, writing performance, B1 and B2 levels, Estonian 
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One of the common features of learner corpora is annotated errors of language learners. 
Identification and quantification of learner errors enables the design of various resources to address 
those errors. In addition, language teachers and authors of learning materials can use that information 
to prioritize language problems of learners, putting more focus on frequent and wide-spread 
problems. It is also useful if learner corpora also contain corrections of identified errors as this 
facilitates classification and helps grouping errors with the same correction. 
 
Part of an effective analysis and usage of learner corpora annotated with errors and corrections is a 
good corpus tool. It is still more common that a tool is tied to a particular learner corpus, i.e. that it is 
developed for that corpus alone, as is the case with the International Corpus of Learner English 
(Granger et al. 2009). Such practice poses problems for researchers and teachers who want to use 
different learner corpora, as they have to learn how to use different tools. Moreover, it needs to be 
considered that the users of learner corpora possess different levels of proficiency in corpus use – for 
example, language teachers who could benefit from having access authentic examples of errors 
relevant for their students, are usually the ones who require most convincing to start using corpora 
and tend to be put off by, at least from their perspective, complex corpus tools (Kosem 2008). 
Developers of tools for corpora with annotated errors and corrections face additional challenges with 
visualising both types of information in a user-friendly manner. Namely, concordances alone can be 
overwhelming for some users, never mind if they include corrections, error codes and similar 
additional information. 
 
This paper presents an interface of the Šolar corpus of young learner writing (Kosem, Rozman & 
Stritar 2011). The Šolar corpus was built within the Communication in Slovene project and contains 
texts of Slovene elementary and secondary school students, comprising nearly 1 million words. 
Although this is a corpus of L1 writing, it has been modelled after learner corpora and contains 
annotated student errors, as identified by their teachers, and teacher corrections. It was always 
envisaged that the corpus would be made available to teachers and publishers, but one of the main 
problems was that these target groups have little knowledge in the use of corpora. Thus, our aim was 
to design an interface that would be user-friendly and easy to use. 
 
We have decided to use the Sketch Engine (Kilgarriff et al. 2004) as a point of departure for two 
reasons: it has specialised functionality for an error-annotated learner corpus (developed originally 
for the Cambridge Learner Corpus) and it is the most widely used corpus tool so it is likely that 
many users will be familiar with it. We approached the development of the Šolar version of the 
interface with the following aims: 
 

a) Display of errors and corrections (but not annotation tags) had to be the default option, with 
both types of information clearly distinguishable from each other, and from non-
errors/corrections and the surrounding text. This was achieved by displaying errors in red, 
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corrections in green, and all other text in black. In addition, we replaced the red colour for the 
node word (default setting) with black (in bold); this meant that the users can easily distinguish 
between errors and non-errors if conducting a simple search (but not an error search). 

b) The users had be able to reveal in the concordance output the annotation tags, which had to be 
named in an easily understandable manner, i.e. instead of using abbreviations we used one-word 
names for error categories (e.g. Besedisce – meaning Vocabulary). However, we also included 
this information in the metadata so it could be displayed in a side column, thus reducing the 
need for viewing concordances with tags to cases where the user wants to see error categories 
for errors in the context.  

c) The tool had to be localised into Slovene with corpus terminology used only when necessary, 
and with tips and help provided for each function of the tool. We developed a separate website 
that included explanations of the main functions of the tool, examples of use, and related 
screenshots of the interface. The Šolar tool and help pages were linked (question mark icons in 
the interface). 

 
The final version of the interface (available at http://www.korpus-solar.net) is best demonstrated by 
showing the difference between the concordance in the original interface, used by Cambridge 
University Press (Figure 1) and the Šolar corpus interface (Figure 2). In the Šolar corpus interface, 
errors and corrections clearly distinguished from each other, and from the surrounding context.  
 

 
 
Figure 1. Default view in the Cambridge Learner Corpus interface (erros, corrections and tags 
displayed). 
 
 

 
 
Figure 2. Default view in the Šolar Corpus interface (erros and corrections displayed). 
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The Šolar corpus interface was designed for users who are less proficient users of corpora, and we 
have already received positive feedback from target users, however other users such as researchers 
have also expressed interest to use such a tool for their own purposes, such as error analysis. As a 
result, we are now testing the possibility of using the concordance annotation functionality, used for 
example in the Pattern Dictionary project (Hanks 2009), for annotating errors in the corpus, or 
annotating already identified errors as part of further classification. 
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The task of native language identification can be useful for theoretical studies of language trans-
fer (Jarvis 2012) and it can inform applications, e.g., by informing learner models for intelligent
language tutoring systems to support different feedback depending on the L1 (Amaral & Meurers
2008). Current L1-classification approaches (e.g., Brooke & Hirst 2012; Bykh & Meurers 2012;
Jarvis et al. 2012) achieve high accuracy with surface-based features, such as word and part-of-
speech n-grams. However, surface-based approaches make use of large feature sets, which are hard
to interpret qualitatively in terms of linguistic insight. In addition, surface features are directly
dependent on the genre and topic of the texts being classified, so that results degrade significantly
for out-of-domain classification (Brooke & Hirst 2011). Other approaches (Wong & Dras 2009;
Bestgen, Granger & Thewissen 2012) make use of error patterns, which capture one conceptually
interpretable characteristic of learner language, but typically require manual error annotation.

In this paper, we propose to shift the focus to a new class of features for L1-classification: lin-
guistic variation. In many situations, language offers a range of options for formulating a given
message. Indeed, in variationist sociolinguistics, the choices speakers make have successfully been
used to identify relevant speaker properties (cf. Tagliamonte 2011). Adapting this perspective, we
propose to make use of variation features for native language identification. We make use of the
variationist method observing where speakers make choices in the language system, but different
from variationist sociolinguistic research we then investigate the impact of the L1 (rather than the
social properties focused on in sociolinguistics). Making this general idea concrete, we describe an
experiment we carried out on German learner texts using word formation variation as features for
L1-identification.

We use the term word formation to refer to the range of processes through which new words are
formed. Typically a given language offers several options. Which options get used when and
how the options are realized differs across languages. New words can be formed with the help of
derivational morphemes or without them, the process can change a word’s category or not, and so
on. Accordingly, we can define variables such as the ones in Figure 1 and use their variants as
features for L1-classification.

Variables Variants Examples
Morpheme no affix Frau<NN> + Welt<NN> → Frauenwelt<NN>
alternation suffix Feminist<NN> + in<SUFF> → Femimistin<NN>

prefix un<PREF> + gerecht<ADJ> → ungerecht<ADJ>
verb particle auf<VPART> + geben<V> → aufgeben<V>

Derived noun anerkennen<V> + ung<SUFF> → Anerkennung<NN>
category verb auf<VPART> + geben<V> → aufgeben<V>

alternation adjective entsprechen<V> → entsprechend<ADJ>
adverb möglich<ADJ> + weise<SUFF> → möglicherweise<ADV>

Source noun Feminist<NN> + in<SUFF> → Femimistin<NN>
category verb anerkennen<V> + ung<SUFF> → Anerkennung<NN>

alternation adjective möglich<ADJ> + weise<SUFF> → möglicherweise<ADV>

Figure 1: Some word formation variables

For example, the morpheme alternation allows us to distinguish word formation without affix from
that using suffixes or using prefixes The derived category alternation supports distinguishing de-
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rived from basic variants. The source category alternation supports identifying which source cate-
gories undergo a word formation process.

As learner corpus data we used 185 essays from the Falko learner corpus of German (Reznicek et al.
2012), written by learners with five native languages (English, Polish, Russian and Danish, and a
native German control group), with an average length of 470 words. The data was annotated using
the RFTagger (Schmid & Laws 2008) providing part-of-speech and morphological information.

As features, we took four categories (noun, verb, adjective and adverb) and compiled out all possi-
ble variations of the word formation variables described above. These variations were then counted
for each text and normalized by the derived category. After removing features which did not occur
in the data set, we obtained 29 features.

For classification, we used the WEKA SMO classifier (Witten & Frank 2005) and report the results
of leave-one-out evaluation. Using only the 29 word formation features, we obtained a classification
accuracy of 55.1%, which is encouraging given the random baseline of 20% for this balanced five
class problem. Just as in the current NLI approaches for English, the accuracy can be increased by
introducing a combination of different feature types, as we demonstrate in Bykh et al. (2013); we
here instead provide an analysis of the word formation variation features as the focus of this paper.

An analysis of the confusion matrix shows that the German control group data is most clearly sin-
gled out, whereas many confusions arise within the Slavic group (8 Polish texts are identified as
Russian, 12 Russian ones as Polish). We therefore are exploring the use of cascading classification
to first distinguish language families (e.g., Slavic vs. others) followed by a second classification
trained only on the subdistinctions within a language family (e.g., Polish vs. Russian). We expect
that the features which are most effective at these different stages will differ clearly and mean-
ingfully, in line with the findings of Vajjala & Loo (2013), who used a cascading classifier in a
proficiency classification task.

One can also anylze the results of our approach in terms of overuse/underuse (Lüdeling et al. 2011).
In order to detect distinctive features, one compares the frequencies of a variant of a given variable
across the L1 groups. Comparing the L1-German control group with the other L1 groups, we, for
example, found that the phrasal verb feature “verb particle + verb” (e.g., auf<VPART>geben<V>)
was underused by all learners, with native Danish learners being the closest to native German
usage. Native speakers of Slavic languages, lacking phrasal verbs, and English, where particles
follow different distributional patterns than in German, showed the strongest underuse.
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Figure 2: Relative frequency of phrasal verbs in German texts across different L1s

86



In conclusion, an analysis of variation in word formation provides an effective and insightful per-
spective for L1-classification. As such it further populates the landscape of data-driven and theory-
driven approaches (Meurers et al. 2013) in a way yielding qualitatively interpretable features. At
the same time, it can also be integrated into ensemble classifiers combining different sources of in-
formation for L1-classification (Bykh et al. 2013) to further improve the quantitative state-of-the-art
in terms of classification accuracy.
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The work presented here is part of a project investigating the acquisition of information structure 
categories in L2 English by learners with different first languages. The current study investigates 
the realisation of prosodic prominence. In English prosodic prominence is one of the main means 
to convey the information structure of an utterance by highlighting constituents of high 
informational importance. In our study we are interested, firstly, in whether L2 English learners 
make appropriate use of nuclear accent placement to convey linguistic focus in speech 
production, and secondly, how native English speakers perceive the attempted accent placement 
by the learners. The background to this investigation is the observation that L2 learners often 
experience major difficulties in the area of prosody (cf., Mennen, 2007); and the hypothesis is 
that learners do not only make errors in placing nuclear stress but also use different cues to signal 
it.  

Our approach is to construct a purpose-built data set in which the prosodic focus environment is 
carefully controlled. Our corpus currently consists of semi-spontaneous utterances produced by 
36 Russian learners of English at three levels of proficiency (corresponding to A2, B1, B2 levels 
of the Common European Framework of Reference) as well as 12 native speakers of Standard 
Southern British English. The utterances are declarative sentences of two types, transitive and 
intransitive. The transitive sentences are of the type subject - verb - object, with broad focus (i) 
and narrow focus on the subject (ii) or the object (iii). The intransitive sentences consist of 
subject and verb, with broad focus (iv) and narrow focus on the subject (v) or the verb (vi). These 
patterns of prosodic minimal triplets were produced for six lexicalisations, elicited as responses 
to questions, e.g.: 

 (1) What happened while I was out? - Diana danced the flamenco. 

 (2) Who danced the flamenco? – Diana danced the flamenco. 

 (3) What did Diana dance? - Diana danced the flamenco. 

The question–answer pairs were randomised into three sets and presented to the participants 
together with filler question-answer pairs so that each target pair was separated by a filler pair. 
This allowed us to compile a corpus with data that are directly comparable, allowing us to 
analyse the intonational contours of utterances produced by different speakers in identical 
contexts. 

We are interested in which pitch, durational, intensity, spectral (and segmental) features are 
salient for a) unambiguous communication of prominence, and b) sounding ‘authentic’, i.e. 
sufficiently similar to native productions, or considered ‘good enough’ by the native listener. To 
address this and to provide a listener-oriented perspective, a subset of the utterances was used as 
stimuli for the native perception online experiment. The task for the listeners was to identify the 
prominent word in an utterance, or if none of the words was more prominent or they were all 
equally stressed to choose a "none of the words/equal prominences" option.  
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The utterances from the subset are also being analysed acoustically to determine the sources of 
any errors. The acoustic analysis has two components, phonological and phonetic. First, the 
location of the accented word(s) is determined by the experimenters (words are labelled as 
accented or unaccented), using auditory perception and examination of the pitch contour. In the 
phonetic part of the analysis the following acoustic measurements are extracted: the height and 
alignment of the pitch peak of the accented word(s) and the duration of the vowels in stressed 
syllables in broad and narrow focus conditions.  

Preliminary results show that learners differ in their realisation of narrow and broad focus, and 
though they often make an appropriate choice for the placement of pitch accent in different focus 
conditions, its phonetic realisation is inappropriate. We also found that the degree of deaccenting 
correlates with the proficiency level: the higher the proficiency, the greater is the difference 
between the F0 peak values of first and final word in narrow focus condition. The next step is to 
compare the results from the perception experiment and to examine which acoustic features have 
the greatest impact on the perception of prominence.  

Finally, all sound files will be passed through automatic prosodic prominence detection 
algorithms (designed for use on native speech) so we can see to what extent this output matches 
human judgements and how acoustic parameters like changes in fundamental frequency and 
duration of syllable nuclei duration contribute to the percept prominence in learner speech.  

In sum, integrating prosodic labeling with the contextual (discourse context) and listeners’ rating 
information in the corpus annotation, and comparing both with automatic prosodic prominence 
detection will provide more insight into the development and internal structure of learner 
prosody. Our next step will be to incorporate learners with other first language backgrounds, 
which will be achievable with the EF-Cambridge Open Language Database currently being built. 
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The International Corpus of Learner Finnish (ICLFI) is a learner language corpus which consists 

of texts written by learners of Finnish. The data consists of circa 1.1 million tokens, texts were 

collected from speakers of 22 mother tongues. (Jantunen 2011.) So far (February 2013) about 

23% of the ICLFI is morphologically annotated and now annotation will be extended to error 

annotation. However, there are also problems that need to be solved in the annotation processes. 

This poster presents solutions to annotating morphologically rich language and sheds light on 

principles to be decided and to the annotation process itself. Both grammatical and error 

annotation are discussed from the morphological viewpoint. 

Morphology and morphosyntax bring their own challenges to the annotation processes. In 

general, fully automatic annotation, both grammatical and error annotation, is not possible in 

learner corpus research (see e.g. Díaz-Negrillo & Fernández-Domínguez 2006; Rooy & Schäfer 

2003). That is because when combining lexical and grammatical morphemes, language learners 

make up forms, which fully automatic analyzer cannot process (see e.g. Dagneaux et al. 1998). 

Therefore the ICLFI corpus follows semi-automatic tagging procedure: in grammar annotation, 

the texts are first analyzed using a word processor in order to find and manually correct spelling 

and inflection mistakes. Then the texts are analyzed using Connexors functional dependency 

grammar parser (Fi-fdg, Järvinen et al. 2004), which produce morpho-syntactic information and 

lemmatize the data. Finally spelling mistakes are manually restored to the annotated text files and 

the automatic analysis is manually checked. (Jantunen 2011.) Checking annotation manually 

enables the annotator to add up all relevant alternative tags in the annotated file. Thus it is 

possible to disambiguate the tags and morpho-syntactic forms when there is more than one 

possible interpretation of the word form produced by a language learner.  

Learner corpora are especially useful when all the errors in the corpus have been annotated with 

the help of standardized system of error tags. An error-tagged learner corpus gives researchers 

access to error statistics and automated error analysis. (Granger 2003.) An error annotation 

system should allow consistent and systematic tagging (Fitzpatrick & Seegmiller 2004; Granger 

2003) and for the sake of comparing the data and the results of the annotations of different 

corpora, the annotation systems should be more or less symmetric. However, Díaz-Negrillo and 

Fernández-Domínguez (2006) point out that researchers often design their own error tagging 

systems and use different models in tagging. Although this is clearly a disadvantage what comes 

to the comparability of the annotated data, there is sometimes a need to find corpus-specific 

solutions. This is often the case when corpora represent languages from typologically different 

language groups. Furthermore, annotation systems ought to be informative, detailed, reusable and 

general (see Granger 2003; Díaz-Negrillo & Fernández-Domínguez 2006).  

In the error annotation system of ICLFI, tagsets allow retrievals in different levels of errors. 

Finnish, which is a synthetic language with a rich morphophonological system, allows a large 

amount of information coded in one morpheme or a word form. This is why, in the error 

taxonomy of ICLFI, morphological and morpho-syntactical error categories are the most detailed 

and so the error tagsets are the most complex, which differ from the error tagging systems such as 

the one in ICLE. When a word is inflected in Finnish, both stem and suffixes may vary greatly. 

Phonetic, qualitative and quantitative, variation in vowels and consonants also increases 

complexity. Furthermore, there is also a rich system on both case and number congruence. Our 

poster represents some concrete solutions that have been made to solve annotation problems that 

exist in grammatical and error annotation of learner Finnish.  
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The article system is one of the most pervasive features of the English grammar. Yet, in spite 

of their prominence, articles seem particularly hard for EFL learners to acquire. Even 

advanced students seem to struggle with the correct use of articles and frequently make errors. 

Students whose mother tongues do not have article systems find it especially difficult to 

acquire this feature of the English grammar. However, even students whose L1s have articles 

find it difficult to use English articles accurately. 

 

Many studies have examined the acquisition of this grammatical feature, and several theories 

and hypotheses have been proposed to account for this process (e.g. Hakuta, 1976; Tarone, 

1985, Parrish 1987; Thomas 1989; Butler 2002; Jarvis, 2002; Ekiert 2004; Li & Yang 2010; 

Crompton 2011). However, researchers are still far from agreeing on a single model that 

explains the acquisition of articles. 

 

The difficulty in acquiring articles has been ascribed to problems in mastering a complex 

system of grammatical, semantic, and pragmatic relations. Earlier studies usually concentrated 

on the analysis of obligatory contexts for article use and the analysis of learners’ accuracy 

levels in these contexts. Such an approach implies the belief that the use of articles is rule-

based, and that learners gain higher and higher levels of mastery of these rules throughout the 

process of learning. 

 

Yet, it has long been asserted that language processing is not solely rule-based. Sinclair 

(1990) proposes two complementary principles explaining language use. According to him, in 

addition to being built from scratch (based on generating grammatical structures), language is 

processed through the idiom principle, i.e., by selecting ready-made multi-word chunks of 

language from the phrasicon. 

 

Articles are frequently part of such multi-word expressions. Thus, it can be hypothesized that 

at least some obligatory contexts for the use of articles are acquired within larger lexical 

phrases, and are processed as such. So far, few studies considered the acquisition of articles 

from this perspective, and if they did do so, they tended to treat the idiomatic uses of articles 

only marginally (Ekiert 2004; Li and Yang 2010). 

 

The study reported in this paper was meant to fill this gap. It was exploratory in nature and it 

aimed to draw attention to the role of the conventional uses of language in the selection of 

articles by learners of English with the mother tongues featuring and not featuring article 

systems. More specifically, it sought to establish which uses of the articles the and a/an in 

student writing could be accounted for by the learners’ use of conventionalized multi-word 

phrases rather than by the application of rules relating to grammatical, semantic, and 

pragmatic relations and whether there were any differences in this respect between learners 

with different L1s. 
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The data used in this study were drawn from several corpora. Expository and argumentative 

essays written by L1 Polish, Spanish and German learners at four different proficiency levels, 

ranging from beginners to advanced students, were drawn from the International Corpus of 

Crosslinguistic Interlanguage (ICCI) (Tono et al. 2012) and the International Corpus of 

Learner English (ICLE) (Granger et al. 2009). Thus, the analyses were performed on 12 

learner data sets.  The learner production was compared with native data taken from the 

Freiburg-London-Oslo-Bergen (FLOB) and Freiburg Brown (FROWN) corpora.  

 

As the initial step in data analysis, the frequencies of the definite and indefinite articles in the 

subcorpora were tabulated. Next, lists of all three-word combinations containing the articles 

the and a/an were generated for each learner subcorpus using Collocate. Finally, the lists of 

three-word sequences in the learner data were compared against the native corpora in order to 

detect those combinations that in fact function as lexical bundles in English. 

 

By analyzing the overall frequencies of articles and the frequencies of articles in lexical 

bundles, the study demonstrated that students with increasing proficiency became increasingly 

sensitive to the frequencies of articles and their reoccurring lexical contexts, and the 

conventional uses of lexical combinations became increasingly responsible for the selection of 

articles in the interlanguage.  The conventional selections achieve and even surpass native-

like frequencies, while the rule-based occurrences remain underused even by advanced 

learners. This tendency was true for learners with and without the article system in their L1s.  

 

The awareness of the existence of the idiomatic uses of articles is certainly not new; however, 

until now, researchers had assumed that idiomatic uses played a marginal role in the 

acquisition of the article system by EFL learners. The present study demonstrated that even 

though a large proportion of the occurrences of articles were motivated by structural, 

semantic, and pragmatic rules related to the expression of referentiality, specificity, and 

countability in English, the role of conventional language in the acquisition and use of articles 

cannot be underestimated. 
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For a number of years, scholars have strived to transfer insights gained from Learner Corpus 
Research (LCR) to the study of second language acquisition (SLA) and the practice of English 
language teaching (ELT), offering suggestions for future paths to follow along the way (Tono, 
1999; Meunier, 2010). Several issues remain pertinent, however, for researchers interested in the 
overlap between LCR and both SLA and ELT. For example, there has been a call to expand the 
types of tasks and genres of learner data collected, some of which may better reflect the real-
world forms of native-produced data often found in reference corpora (Granger, 2009). 
Meanwhile, as L1 interference may manifest itself differently at different levels of proficiency 
(Jarvis and Pavlenko, 2008), the assigning of learner proficiency within an individual corpus 
remains an important point of contention to resolve (Carlsen, 2012). Finally, the distinction has 
been made of using learner corpora for either delayed pedagogical use or immediate pedagogical 
use (DPU or IPU) in the production of corpus-informed ELT materials, with the latter somewhat 
underrepresented until recently (Granger, 2009; Meunier, 2010). 
 
This poster presentation aims to broach these three issues by specifically addressing the problem 
of assigning proficiency levels to a learner corpus compiled from a university course in Japan. 
The course in question uses computer-mediated communication (CMC) for the dual purpose of 
providing lesson materials online and collecting student written output to develop the learner 
corpus. Here, CMC takes the form of a blog where, each week, an article about a recent news 
item, together with supporting class materials, is posted online for students to access. Students 
read the news story and, after a classroom session, write their reactions to the story on the class 
blog. These comments form the basis of the learner corpus and are assessed using a rating scale 
specifically designed to help with the analysis of the corpus. 
 
Prior to investigation, a CMC-based corpus was assumed to be worth researching for three 
reasons. Firstly, research into a corpus of native English-speaker CMC suggests that its 
grammatical and lexical features differ significantly from both written and spoken registers of 
English, although overall its features may be considered as an intermediary register between the 
two (Yates, 1996; Murray, 2000; Marchand, 2013). This suggests that CMC could provide an 
interesting bridge between the more typical types of learner corpora, while at the same time being 
facilitative of processes beneficial to SLA from an interactionist perspective (Smith, 2004). 
Secondly, digital technology is often considered to be an effective way of connecting with the 
current population of students, as blogging and social networking are modes of communicating 
that many language learners use in their daily lives (Alm, 2006; Erbaggio et al., 2010). Therefore, 
a CMC learner corpus is not only readily comparable to native-speaker online communication, 
but it also replicates real-world behaviour in the learners’ L1. Finally, other studies suggest that 
learner corpora of CMC make ideal pedagogical sources, especially of the IPU kind that have 
until recently been lacking (Belz and Thorne, 2006; Belz and Vyatkina, 2008). 
 
While the assumptions listed above relate to the advantages of a CMC-based learner corpus and 
ELT, in order to make the research more relevant for the field of SLA, the designation of 
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proficiency levels was seen to be of critical importance. Therefore, the poster presentation will 
seek to address the following research question: What is the best way to assign proficiency levels 
to individual corpus texts within a CMC-based corpus? 
 
In answering the research question, the results of a learner-centred method and a text-centred 
method of level assignation (Carlsen, 2012) will be compared. The learner-centred approach uses 
a methodology similar to the one outlined in Pendar and Chapelle (2008), where identifiable traits 
from individual learner profiles are used to automatically assign levels of proficiency. The text-
centred approach uses a rating scale derived from a Performance Decision Tree (PDT) that has 
been justified as effective in rating learner performances in other contexts (Fulcher et al., 2011). 
 
The poster will highlight the preliminary findings of the research. These are that CMC is indeed a 
suitable medium for learner corpus construction; that a text-centred approach to level assignation 
is a better predictor of certain linguistic features within the corpus; and that a simplified version 
of the rating measurement tool could be used by learners themselves to analyse their own 
productions, thereby fulfilling recent demands for more IPU materials from learner corpora. 
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This paper aims to explore what kind of criterial features of pragmatic competence can be identified 
to profile different levels of proficiency of Japanese learners of English, by investigating the NICT 
JLE (Japanese Learner English) Corpus. The Corpus contains more than 1-million-word interview 
transcripts of approximately 1,200 Japanese EFL learners taking a speaking proficiency test called 
the Standard Speaking Test (SST) (Izumi, Uchimoto, & Isahara 2004). The SST has five stages; (1) 
answering warm-up questions, (2) describing a single picture, (3) having a role-play with the 
examiner, (4) narrating picture sequences, and (5) answering wind-down questions. The subjects 
who took the test were assessed holistically into nine proficiency levels, which are novice (Level 1, 2 
and 3), lower intermediate (Level 4 and 5), mid-intermediate (Level 6 and 7), upper intermediate 
(Level 8) and advanced levels (Level 9).  
 
The present study aims to identify criterial features which specify what learners know and can do in 
English at each level of proficiency, especially in the domain of pragmatics (Hawkins and Filipoviü, 
2012). The notion of criterial features originates in the English Profile, which is “to produce 
Reference Level Descriptors for English linked to the general principles and approaches of CEFR 
(Common European Framework of Reference)” (English Profile 2011, p.2). The CEFR provides can-
do descriptors (i.e., Reference Level Descriptors), according to six proficiency levels including 
“Basic User” (A1 and A2), “Independent User” (B1and B2) and “Proficient User” (C1 and C2).  
Thus, according to the CEFR, “pragmatic competences are concerned with the functional use of 
linguistic resources (production of language functions, speech acts), drawing on scenarios or scripts 
of interactional exchanges” (Council of Europe 2001, p.13). 
 
In the area of interlanguage pragmatics, discourse completion questionnaire (DCT) is one of major 
data collection. However, it has been criticized for not representing the features found in naturally 
occurring interactions (Chang 2010). Role-plays are possible alternatives as “they are useful tools for 
probing learners’ ability to instantiate sociopragmatic and pragmalinguistic knowledge in 
interaction”, “in a highly automatized fashion” (Kasper and Blum-Kulka 1993 p.61).  
 
The current research deals with the learner data of role-pay tasks at Stage 3 in the NICT JLE Corpus. 
The following research questions will be addressed.  
(1) What kind of language functions and speech acts can be found as criterial features to specify 
different levels of proficiency in the NICT JLE Corpus, referring to the Reference Level Descriptors 
in the CEFR?  
(2) How are the SST levels in the NICT JLE Corpus correspondent with the CEFR Level, in terms of 
pragmatic competence?  
 
The preliminary study dealt with a shopping role-pay which gives a situation where the examiner 
(interlocutor) plays a role of shop assistant and the subject (learner) plays a customer. Five types of 
speech acts were identified in the learners’ production: (i) expressing the initial intention to purchase 
an item, (ii) asking for trying-out, (iii) asking for an alternative item, (iv) showing a negative reaction, 
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and (v) negotiating for discount. The first one was found to be correspondent with A1, the next three 
with B1, and the last one with B2 level, based on illustrative scales for “transactions to obtain goods 
and services” in the area of spoken interaction provided in the CEFR (Council of Europe 2001 p.80). 
Thus, language features in each speech act were categorized into different degrees of politeness. The 
occurrence of less polite forms such as I want in (i) and (ii) drops as the proficiency increases. The 
use of mitigation such as I prefer, a little bit and maybe appears at Level 4 onwards. The higher 
proficiency learners show a tendency of using more polite forms with some hedges in the speech act 
of requesting. Other tasks such as train, which instantiate a situation where the same degree of social 
distance between a role of subject and interlocutor as shopping, will also be examined.  
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1. Background 

Despite strong interests of SLA researchers in learner corpora (e.g., Housen, 2002), 
they have not fully entered mainstream SLA research yet. Possible reasons include (a) 
learner corpora have focused on the cross-sectional data revealing how L2 is used, 
rather than the longitudinal process of L2 acquisition, and (b) learner corpus research 
has been primarily descriptive, and had little to contribute to theory-building (Hasko, 
2013). The present study fills the gaps by interpreting the data from a longitudinal 
learner corpus under the framework of dynamic systems theory (DST). More 
specifically, the study investigates the longitudinal development of L2 English 
grammatical morphemes. 

The specific research questions addressed are the following; 
i. Do learners’ L1 and proficiency affect the developmental trajectories of 

accuracy of morphemes? Is the developmental pattern different across 
morphemes? 

ii. To what extent is the intra- and inter-learner variability observed in the 
development? 

 
2. Corpus 

EF-Cambridge Open Language Database (EFCamDat) is a learner corpus containing 
learners’ essays written in Englishtown, which is the online school of Education First. A 
course at Englishtown consists of 16 Lessons with eight Units each. At the end of each 
Unit is a free composition in which learners are asked to write on a certain topic. Thus, 
there can be up to 128 essays per learner. Learners in Englishtown receive feedback 
from native-speaker teachers on each essay. The feedback includes identification and 
correction of grammatical morphemes, among other things. The present study utilizes 
the feedback to calculate accuracy of morphemes. 
 
3. Target Morpheme, L1 Groups, and Proficiency 

The study targets three morphemes; articles, past tense -ed, and plural -s. Ten 
typologically diverse L1 groups were targeted; Portuguese, Chinese, German, French, 
Italian, Japanese, Korean, Russian, Spanish, and Turkish. A course at Englishtown 
covers A1 to C2 in the Common European Framework of Reference (CEFR) levels. The 
subcorpus of EFCamDat used in the study consists of 139,735 essays by 46,702 learners 
totalling 10 million words. 
 
4. Data Analysis 

For each essay and for each morpheme, the number of obligatory contexts, that of 
errors, and the instances of overgeneralization errors were identified with the aid of the 
feedback to the essays. 

I built mixed-effects and generalized additive models predicts accuracy on the basis 
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of morpheme, L1, proficiency, essay number, and their two-way interactions. Essay 
number refers to the number of essays the learner has written at that point and explains 
longitudinal within-learner development. In the mixed-effects models, learner ID was 
entered as a random-intercept, and morpheme and essay number as random-slope. 
 
5. Results and Discussion 

The mixed-effects models disclosed large individual variation in overall accuracy, 
accuracy difference between articles and the other morphemes, and the rate of 
development. At the same time, proficiency explains some part of the variance of the 
rate of development. That is, the developmental patterns are different depending on 
learners’ proficiency. The accuracy transition tends to be flatter for the learners of 
higher proficiency. L1, however, is not likely to affect the developmental trajectory of 
morphemes. The developmental shape varies across morphemes as well. Past tense –ed, 
for instance, tends to exhibit flatter development than articles. Overall, however, 
individual variation is larger than the effect of the predictors. To the best of my 
knowledge, this is the first study that empirically quantified individual variation. 

The findings were interpreted with DST (Verspoor, & de Bot, & Lowie, 2011). 
One’s linguistic system is a dynamic system and any dynamic system interacts with 
numerous other variables, which invites constant change with chaotic variation. In other 
words, variability is the norm rather than the exception. This is what resulted in large 
intra- and inter-learner variation in the present study. At the same time, however, factors 
such as proficiency can influence development due to the characteristics of dynamic 
systems called “complete interconnectedness” and “attractor state”. Complete 
interconnectedness refers to the fact that all the variables within a system (e.g., learner’s 
L1 and L2) are connected to and influence each other. Attractor states are the states 
where a dynamic system prefers to (temporarily) settle down, and can affect the entire 
system as a “basin of attractors”. 
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This paper presents the work carried out on error analysis under the TREACLE project. 

TREACLE aims at profiling the lexico-grammatical skills of Spanish learners of English at 

various proficiency levels in order to inform English language curriculum design. To this end, we 

have used a corpus of texts produced by Spanish learners of English at University level, to which 

we have applied both error analysis – to see what the learners are doing wrong – and automatic 

syntactic analysis – to show what structures students are actually using. This paper, however, 

focuses only on the error annotation part of our project.  

Our study of errors takes an approach similar to that taken by others (e.g. Dagneaux et al. 1998), 

exploring the grammatical competence of learners by looking at the errors they make at each 

proficiency level. We do this so as to answer the following research questions: what are the most 

frequent errors made by Spanish university learners of English at each proficiency level? How can 

we map these errors onto a program of studies? In order to answer these questions, our study 

error-annotated learner texts taken from two corpora produced by Spanish university learners of 

English: the WriCLE corpus (Rollinson & Mendikoetxea 2010), containing texts produced by 

English Studies students, and the MiLC Corpus (Andreu et al. 2010), produced by students 

studying English for Specific Purposes. Of these texts, we annotated 307 texts, or 113,000 words, 

using UAM CorpusTool (O’Donnell 2008), identifying all errors in each text, producing a total of 

16,200 errors. The error taxonomy identifies 113 distinct error categories at the most delicate 

level, distributed over lexical, grammatical, punctuation, pragmatic and phrasing errors. 

Furthermore, each essay in the corpus is associated with a score in the Oxford Quick Placement 

Test (UCLES 2001), so as to establish the grammatical proficiency level of each learner. 

This error annotated corpus is a resource that can be used in various ways to inform teachers in a 

Spanish context as to what students need to learn (or be taught), with what degree of emphasis, 

and in what order. For instance, it is clear that the more frequently students make a particular 

error, the more emphasis is required in teaching that phenomenon. For this reason, we will present 

the most common errors in our corpus, focusing on lexical and grammatical errors. For instance, 

among the lexical errors, our findings indicate that language transfer is not the major source of 

errors in our corpus; on the contrary, intralanguage errors dominate even at lower levels of 

proficiency.  

However, we will focus on grammatical errors, detailing the ten most frequent errors within this 

type and explaining what rules they break. In agreement with prior studies (Díez-Bedmar 2010, 

among others), errors related to the presence or absence of the article are most common. Other 

frequent errors include wrong choice of preposition, subject-finite agreement and absence of an 

obligatory subject.  

It is well established that development of linguistic ability is staged, in that certain concepts are 

more easily acquired if other concepts have been acquired beforehand. Some grammatical 

concepts may not be effectively taught if prior concepts are not already acquired. Consequently, 

we show how the error-annotated corpus can be used to order the error types in terms of their 

“level of difficulty”, with errors made more often by lower-level learners occurring earlier in the 
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list, and those made by higher level students occurring later in the list. This difficulty-ordered list 

can be used to ensure that content related to the critical error types is taught to learners who are 

ready to receive this content. 
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In the south-west of Germany, the educational system at the secondary level offers a variety of 

settings for language learning and acquisition. In more and more schools, EFL (English as a Foreign 

Language) education is being supplemented with CLIL (Content and Language Integrated Learning) 

programmes, in which subjects such as Geography, History and Biology are taught in English during 

specific years (cf. MKJS 2004). Hence, the question arises whether CLIL is indeed as beneficial as it 

is assumed to be, or if, as has been argued by Bruton (2011), the success of CLIL programmes is 

simply based on the selectivity involved in many of them. 

First and foremost, CLIL programmes offer an increase in exposure to the English language. 

However, CLIL materials, being scientifically oriented, also constitute a genre that is virtually absent 

from EFL settings. As research suggests that the passive is one of the characteristic features of 

scientific text (cf. Svartvik 1966, Holtz 2011), it has been chosen as a diagnostic criterion to 

investigate the impact of CLIL programmes on written learner language. The fact that the passive 

often alternates with a synonymous active structure, thus enabling learners to avoid it, adds to its 

importance in differentiating between more advanced learners and less advanced ones. Moreover, it 

is hoped that insights will be gained with respect to the lexis-grammar interface in language learning 

as passive forms of certain verbs are treated as lexical chunks by EFL materials. 

To find out whether CLIL materials are indeed similar to scientific text, a corpus of teaching 

materials (Teaching Materials Corpus, TeaMC, ~1,000,000 words) was compiled. It comprises the 

following subcorpora: 

(1) EFL materials Year 7-10; 

(2) CLIL materials Year 7-10; 

(3) EFL materials Year 11-12. 

In a preliminary analysis, the passive was indeed found to occur almost three times more frequently 

in subcorpus 2 than in subcorpus 1, and even with a considerably higher frequency than in subcorpus 

3, which acts as a reference norm that learners are supposed to aspire to. 

To investigate differences in the written interlanguage of learners from EFL and CLIL programmes, 

the Secondary-Level Corpus of Learner English (SCooLE) was compiled. Data was elicited from 

Year 11 learners in mere EFL as well as EFL+CLIL settings at various secondary schools across the 

south-west of Germany. Participants were presented with two sets of essay topics, one of which was 

formulated in the passive. Learners subsequently typed two short argumentative essays in class. All 

in all, the SCooLE comprises about 850 essays, amounting to a total of around 250,000 words. 

Due to the fact that the elicited text data was found to be highly deviant, the corpus had to be 

preprocessed in order to normalise especially those forms which have a serious impact on the 

automatic retrieval of passive constructions. This was, on the one hand, effected on the basis of 

VARD output (Variant Detector, cf. Rayson & Baron 2011), on the other hand by manually 

annotating typical misspellings. For annotation of part-of-speech, various tools were tested for their 

performance on interlanguage at this level. This resulted in the decision for concurrent use of the 

TreeTagger (cf. Schmid 1994) and CLAWS (Garside & Smith 1997), which, taken together, were 

shown to offer a recall rate (cf. Granger 1997) of 94 %. However, a number of erroneous passive 
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constructions, which seem of particular relevance for the purpose of this study, remained 

irretrievable. Hence, manual annotation of all passives was effected. 

To avoid results being influenced by intervening variables that might affect the performance of the 

two groups of learners (e. g. cognitive capacities, aspects of motivation or language 

learning/acquisition history in the individual learner), a questionnaire as well as two psychometric 

tests were administered. The information obtained from this procedure was included into the 

SCooLE in a rich set of metadata on learner variables. 

A preliminary analysis shows that CLIL learners indeed use the passive more frequently than their 

non-CLIL counterparts. However, discrepancies were found with respect to cognitive capacities and 

other variables as well. It is thus one of the future aims of this study to determine whether or not the 

differences found in the interlanguages of the two groups are due to educational settings or a result of 

CLIL programmes being selective. 

This paper describes the procedures involved in the compilation of the SCooLE in as far as they are 

relevant to the investigation of the passive. Furthermore, a comparison between the SCooLE and the 

TeaMC is effected, providing a quantitative analysis of passive constructions by using measures such 

as passive ratio (cf. Granger 2013). A preliminary qualitative analysis is carried out in order to 

describe the challenges involved in the investigation of the English passive in learners that often do 

not yet entirely master the lexical, morphological and syntactic processes involved in the use of this 

structure. 
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Mastering English prepositions is generally acknowledged as difficult, “… a traditional and 

recurring nightmare for all learners of English” (Littlemore & Low 2006: 285). In determining 

the appropriate preposition, learners face multiple challenges, including e.g. the polysemous 

nature of English prepositions as well as a lack of complete correspondence between English 

preposition use and preposition use in the learner’s L1. Such potential problems are 

compounded by the manner in which prepositions may be presented in grammar books, 

where their various meaning extensions are frequently portrayed as arbitrary, leaving 

learners with few options other than to memorize prepositions “narrow context by narrow 

context” (Lindstromberg 1998: 227) and/or develop good dictionary-using habits (see e.g. 

Parrott 2010).  

 

This paper adds empirical evidence concerning the real magnitude of the challenge that 

preposition use presents, through investigating the use of English prepositions in oral 

language produced by advanced learners. This investigation answers the following 

questions:  

1) How often do these learners produce an inappropriate preposition?  

2) Is there a correlation between inappropriate use and L1 influence?  

3) Is there a significant difference between Norwegian learners’ preposition use in oral 

and written language?  

The data for the investigation is the Norwegian subcorpus of the Louvain International 

Database of Spoken English Interlanguage (Gilquin et al. 2010). The subcorpus contains 50 

interviews of advanced English L2 students, amounting to approximately 13 hours of 

recorded and transcribed conversation.  

All contextually inappropriate prepositions in the material have first been identified, 

indicating the frequency with which these learners produce inappropriate prepositions as 

well as showing which prepositions prove most difficult. One particular focus in this regard is 

whether challenges increase as the contextual meaning shifts away from a core, concrete 

meaning to a more peripheral, metaphorical meaning. All prepositions have thus also been 

classified according to metaphorical status (i.e. metaphorical or non-metaphorical), using the 

Metaphor Identification Procedure (Steen et al. 2010).  

 

Further, the contextually inappropriate prepositions have subsequently been categorized in 

terms of their congruence between the L1 and L2 by virtue of two factors: 1) the syntactic 

structures required by the two languages in the particular context, and 2) the 

correspondence between the basic meanings in congruent cases. In congruent cases both 

languages require prepositions in context (factor 1). Application of factor 2 shows that there 
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are three congruency patterns: basic congruence, where the basic meaning of the L2 

preposition corresponds to the basic meaning of the L1 equivalent (example 1); divergent 

congruence, where the basic meanings of the L2 and L1 prepositions do not correspond 

(example 2), and zero congruence, where neither of the languages require a preposition 

(example 3). Example 2 is thus an indicator of L1 influence on the student’s learner language, 

while also illustrating effects of real- time processing on preposition use in spoken language: 

hesitation, reformulation and self-correction (which in this case resulted in an inappropriate 

preposition). 

 

Inappropriate use, L2  Corresponding 
L1 prep  

Appropriate 
L2 prep  

Congruence  Metaphor 
status  

1. saying . why can't it just work 
and arguing at each other 
(NO037)  

med  with  congruent: 
basic  

metaphor  

2. I realized that . living in a on a 
country . with few people 
around you is fantastic (NO008)  

på  in  congruent: 
divergent  

non-
metaphor  

3. it's basically: . f= fantasy game 
[...] and you . do . tasks and . 
move up in a level... (NO026)  

Ø  Ø  congruent: Ø  metaphor  

 

In addition, a cross-study comparison is carried out to provide a broader perspective on 

preposition use in learner language. Our empirical results from the analysis of oral 

preposition use in LINDSEI are thus compared with those from a previous investigation of 

preposition use in the written language of advanced English L2 students. This earlier study 

was based on 20,000 words from argumentative essays collected in the Norwegian 

component of the International Corpus of Learner English (Granger et al. 2009). Here it was 

shown that only 4.5% of the prepositions are contextually inappropriate, that L1 transfer 

does play an important role in production of the relatively few inappropriate prepositions 

produced, but that there is no correlation between core and peripheral meanings and 

inappropriate prepositions (Nacey 2010; forthcoming). In short, prepositions seem much less 

problematic than is generally believed.  
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1. Introduction 
The assumption is often made that a single human annotator can reliably tag a corpus not only in 
terms of language correctness, but also in terms of complex explanatory classification frameworks.  
This study investigates this assumption by applying inter-rater reliability tests to a small corpus 
error-tagged for English article use.    
 

2. Background 
Han, Chodorow, & Leacock (2006) report a Kappa coefficient of just 0.48 in choice of article 
agreement between a computer and human classifiers. It was therefore decided to manually tag the 
original corpus of Mandarin L1 learners’ English article interlanguage for correctness and then for 
context according to an adaptation of Bickerton’s semantic space framework (1981).  As shown in 
Figure 1, this much-used framework (Heubner 1983; Fen Chuan 2001; Humphrey 2007; Diez-
Bedmar & Papp 2008) asks researchers to construe whether a referent is specific [± SR] and known 
[± HK] to the hearer. 
 

 

 
Three research questions were investigated:  
1) To what extent would raters reliably classify article use as ‘correct’ or ‘incorrect’?  
2) Would correctness be consistently classified over time?  
3) How reliably would the complex classification framework be applied? 
 

3. Method 
A stratified random sample (n=112) was taken. The three new classifiers were all L1 speakers of 
English with over 10 years of English teaching experience, holding British Council TEFL-Q level 

• Non-‐
referential	  
nouns:	  a/Ø	  	  

• Inde3inite	  
referents:	  
a/Ø	  	  

• De3inite	  
referents:	  
the	  	  

• Generic	  
use:a/the/Ø	  	  

1[-‐SR,	  
+HK]	  

2.	  [+SR,	  
+HK]	  

4.	  [-‐SR,	  	  
-‐HK]	  

3.[+SR,	  	  
-‐HK]	  

             Figure 1. Bickerton/Heubner framework of article use 
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teaching qualifications with either a Masters or Doctoral level of education.  All researchers received 
identical training and reference materials and each was shown four short tutorial videos via a virtual 
learning environment (VLE) interface. Each also underwent standardisation on the VLE through 
classifying 25 noun phrases and receiving immediate online feedback. The three researchers then 
classified the sampled noun phrases using the online interface, which showed the noun phrases 
within their immediate sentence and a hyperlink to view the whole essay context of each noun 
phrase.  
 

4. Findings 
In the first session, the only dichotomous choice was of ‘correctness’ of the 112 noun phrases with 
the researchers instructed to ‘classify as incorrect only if stylistically or grammatically impossible 
within an academic writing context without changing the form of the head noun’.  As shown in table 
1, the three raters showed a high degree of agreement with the initial annotator. As outlined in table 
2, a Fleiss' Kappa of 0.74 again shows consistent agreement about correctness among all raters 
overall. 
 
Table 1: Coefficient comparisons between first rater and others 

 Percent 
Agreement 

Agreements Disagreements Cases Scott's 
Pi 

Cohen's 
Kappa 

Krippendorff's 
Alpha 

rater 1 and 2 86.61 97 15 112 0.73 0.73 0.73 

rater 1 and 3 90.18 101 11 112 0.80 0.80 0.80 
rater 1 and 4 87.50 98 14 112 0.75 0.75 0.75 

 
Table 2: Overall correctness ratings in first session of all raters 

Coders Cases Average pairwise 
percent agreement 

Fleiss' 
Kappa 

FK observed 
agreement 

FK expected 
agreement 

Krippendorff's 
Alpha 

4 112 86.9 0.74 0.87 0.50 0.74 

 
In the second session (three weeks later) the researchers were asked to review 28 of the same noun 
phrases and classify them again in terms of their correctness/the explanatory framework. As shown 
in table 3, the first rater made identical correctness classifications to the ones made two years 
previously.  There were nevertheless minor inconsistencies (Cohen Kappa between 0.79 and  0.93) 
between the other raters’ first and second classifications. 
 
Table 3: Consistency of rating over time. 
 Percent 

Agreement 
Scott's 
Pi 

Cohen's Kappa Krippendorff's Alpha 

Rater 1 100 100 1.00 1.00 

Rater 2  89.29 0.79 0.79 0.79 

Rater 3  96.43 0.93 0.93 0.93 

Rater 4 89.29 0.79 0.79 0.79 

 
However, the Bickerton-based framework showed much lower inter-rater agreement, as can be seen 
in Table 4.  A kappa of 0.26 reflects the 0.25 probability of random chance agreement. Furthermore, 
even if the probability of chance agreement is not offset, the average percentage agreement (44.64%) 
is low given the training measures taken to ensure standardization. 
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Table 4: Reliability of the application of the explanatory framework 
Average pairwise percent agreement Fleiss' kappa Krippendorff's Alpha 

44.64% 0.26 0.26 

 
 

5. Discussion 
These findings confirm expectations that human raters would be more reliable and consistent than 
computers at decisions of correctness. However, classifications with the complex explanatory 
framework were not reliable. It might naturally be argued that further rater training could result in 
higher Kappa agreement.  Yet extended standardisation would probably result in only marginal 
improvements among one team of researchers, while the implied benefit of such frameworks is that 
studies can be replicated and compared.  These findings must certainly be treated with caution given 
the study’s small size.  Indeed, future research using more raters and an extended sample has already 
began with the purpose of further testing the Bickerton/Heubner framework and developing an 
alternative framework.  Nevertheless, the findings of this study do present a clear case for 
questioning assumptions of human reliability, and for regarding simple tagging frameworks as more 
robust and reliable than complex ones. 
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In the wide context of English for Academic Purposes (EAP) and English for Specific Purposes 
(ESP), increasing attention is devoted to an integrated approach of a linguistically oriented 
bottom-up corpus analysis and discourse-oriented top-down analysis of macro-structural units, or 
moves, such as Swales’ (1990) model Creating A Research Space (CARS) of introduction 
sections in research papers (Ädel & Reppen 2008; Biber et al. 2007;). One prerequisite for this 
approach is a genre-specific corpus annotated for discourse moves (Flowerdew 2004). Although 
such corpora work at the expense of general language description, they enable a thicker analysis 
and description of disciplinary discourse than a more general corpus. Importantly, these corpora 
have the applied benefit of providing students with a wider repertoire of disciplinary-sanctioned 
linguistic resources that can form the foundation for corpora-supported learning activities. Some 
promising work has been carried out in this vein, notably Kanoksilapatham’s (2005) analysis of 
the linguistic manifestation of moves in biochemistry articles, and Stoller & Robinson’s (2012) 
pedagogically oriented study of moves in chemistry articles. 

In this study, we use a discipline-specific corpus of research articles and master’s theses 
to consider the commenting on figures, images and tables for result presentation in science 
writing. The multi-modal nature of science writing has been pointed out as an ‘important problem’ 
in linguistic approaches to disciplinary discourse (Shaw 2007), but remains under-investigated. 
Two issues are particularly important in this context: modal affordance, i.e., knowledge of the 
strengths and weaknesses of particular modes, and transduction, i.e., translation of the visual 
mode to the written mode (Kress, 2010). From an applied perspective, research has shown that 
integrating written and visual modes represent a complex task for students (Wharton 2012), and 
that transduction practices can vary even between closely related fields (Stoller & Robinson 
2013).  

The study aims to discuss how the discipline-specific corpus can be used in formative 
self-assessment practices in ESP courses at technical universities. As a first step, this aim 
involves comparisons of expert (research articles) and novice (master theses) writing. The corpus 
comprises data commentaries from 10 research articles and 10 master’s theses from applied and 
theoretical fields in three hard-science disciplines and is annotated for discourse moves by means 
of the UAM corpus tool, developed by Michael O’Donnell. Preliminary results from applied 
chemical engineering indicate that novice writers rely more on ‘global comments’ of visual 
modes than more experienced writers, and point less to particular parts of a visual representation. 
This might be due to master students’ putting too much trust in their audience’s capacity for 
making sense of visual material. There is also indication that novice writers less often comment 
on the reason for choosing a certain visual representation compared to experienced writers, which 
we believe could be due to novices’ limited experience with alternative visual modes and their 
particular modal affordances. A final preliminary observation ties in with the tendency for ‘global 
comment’, namely that students sometimes present more or less ‘naked’ results with little or no 
discussion of implication.  

We argue that our corpus has important applied potential in that students can use it to 
explore differences in authentic novice and expert data commentaries in their own discipline, 
which facilitates awareness of disciplinary conventions. This awareness can then be used to 
develop formative self-assessment practices, which we believe is imperative to universities for 
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two related reasons. First, pedagogical and curricular developments in science education 
emphasize students’ awareness of communicative practices and variance. Second, as audits of 
higher education become increasingly informed by student work, students’ self-assessment skills 
can provide institutions in higher education with important competitive advantages. 
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This session will demonstrate UAM CorpusTool 3.0, software for the manual and automatic 
annotation of texts (O’Donnell 2008). The software is available free for Windows and Macintosh 
from http://www.wagsoft.com/CorpusTool/. 
The software offers an easy-to-use interface for annotating multiple texts on a number of linguistics 
levels. The user can add as many layers as they like, choose between either using the predefined 
coding schemes (e.g., the Louvain Error Scheme, an Appraisal scheme, etc.), or building their own 
scheme from scratch. Schemes can be modified even after coding has started, and the software 
ensures that the codings are consistent with the scheme even as it is modified. 
Most commonly, the software is used for manual annotation: the user selects a segment of text, and 
then assigns features to that segment. A special option is available for error coding: when the user 
indicates the layer involves coding errors, a space is provided on the coding interface to type in the 
correction of the error. Error-coded texts can then be saved in an HTML format for return to 
students, who can then view their essays, with errors highlighted in red, and place the cursor over an 
error to see its category, the correction, and any comments provided by the coder/teacher.  
Where the texts being annotated are in English, the user can add layers for automatic annotation, 
including basic syntactic structure (e.g., Subject/Predicate/Direct Object, etc.), Theme/Rheme 
(following Halliday & Matthiessen 2004) and Transitivity (also following Halliday, e.g., 
Actor/Process/ Goal/Circumastance, etc.). Each element of structure is also assigned syntactic 
features. For instance, in the syntactic analysis, each clause is assigned a feature of Voice (active vs. 
passive), Mood (declarative, interrogative, imperative), Tense-Aspect (simple-present, present-
perfect, past-continuous, modal-perfect, etc.), clause-type (relative, that-clause, wh-nominal, 
infinitive, etc.), and so on. These features can be used in segment search, and in statistical studies, 
both built into the tool.  
The demonstration will focus on the use of these automatic layers with a small corpus of essays by 
learners of English. We will start by showing how to load texts into the system. Then, layers of 
analysis will be defined: one layer to define writer characteristics (e.g., proficiency level, gender, 
academic year), and other layers for syntactic, thematic and transitivity analyses. 
The demonstration will then show how this automatic annotation can be used to study the learner 
language. Firstly, a comparative study will contrast syntactic, thematic and transitivity options 
between low and high proficiency learners, showing which of the linguistic features are significantly 
different between the two groups. 
We will then move on to various ways to visualize  patterns in the corpus. This will include: 

• Bar charts presenting the changing pattern of usage of various syntactic features as 
proficiency increases. 

• Use of Principle Components Analysis to show how sets of texts relate to each other. 
• Tag-clouds showing the syntactic features that are most key to a particular proficiency level. 
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Recent studies have revealed the relevance of collocations in the current sphere of second 

language learning and teaching (Thomas, forthcoming; Meunier & Granger 2008; Nesselhauf, 

2005; Orenha-Ottaiano 2012; Sinclair 2004; Conzett 2000 etc.). Due to that, the claim underlying 

this paper is that specific teaching material on collocations should be designed, in order to allow 

teachers to work with the referred phraseologisms in the classroom more effectively and help 

learners use them more accurately and productively, taking into account the difficulties they have 

to master native like phraseological units.  

Furthermore, and more importantly, this study argues that the selection of these 

collocations should be geared to targeting learners of a particular L1 background and thus 

teaching material should be designed with a careful selection of collocations focusing on specific 

difficulties learners of a particular L1 have (Mackin 1978). Bearing that in mind, this 

investigation proposes to address collocational aspects extracted from a parallel corpus called 

Translation Learner Corpus made up of C1 and C2 level university students’ translations from 

Portuguese into English. The original texts that comprise the corpus are newspaper articles taken 

from well-known Brazilian newspapers and magazines. The typology of the texts are related to 

current world news such as Financial crises in Europe; Unemployment; Elections in the US; 

Bullying; Marijuana Legalization etc.  

WordSmith Tools (Scott 2008) was used to extract the data and help raise the most 

frequent collocational patterns used by the translation learners in comparison to the original texts, 

the influence of the mother tongue on their choices, among other aspects. The Corpus of 

Contemporary American English (Davies 1990-2012) was also employed to check frequency and 

recurrence of collocational patterns extracted. Based on the data and the analysis of the results, 

some corpus-based collocational activities have been specifically designed to L2 learners of 

English whose L1 is Portuguese, taking into account the difficulties the Brazilian university 

learners had regarding the use of collocations. For instance, as learners seemed to be influenced 

by their mother tongue, they translated the collocation realizar primárias into realize primaries, 

instead of hold primaries. Some students also had problems translating derrubar a resistência (= 

to break down the resistance). Sixty per cent of the translation options are recurrent in English, 

such as break down the resistance and take out the resistance. However, some combinations 

employed by the students are not frequently used in English (overthrew the resistance, knock 

down the resistance and topple the resistance) or not used at all (upend the resistance).  

As the collocations E-workbook is being designed for Brazilian Portuguese speakers, the 

exercises are being tested and selected during a 180-hour course entitled “Corpus linguistics and 

Phraseology applied to the pedagogical practice of English teachers from Public Schools”, under 

our supervision. During this course, public school teachers have a chance to learn the theoretical 

and methodological concepts of Corpus Linguistics and Phraseology. This experience may be 

regarded as a great opportunity for them, bearing in mind that research on the referred area has 

not reached the intended target audience as much as we have expected to. Moreover, besides 

gaining knowledge of the theoretical issues, teachers are also given the collocational activities 

built for the proposed E-workbook. Teachers are encouraged to do and evaluate them, so that we 

can choose the ones which are more suitable for their learning and for the teaching of their own 

students.  

We hope this study may contribute to a more effective change in the current paradigm, in 

what concerns the most traditional concepts of ESL teaching and learning. We believe that under 
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a Corpus Linguistics perspective and having fostered awareness of the importance of Phraseology 

and collocations to ESL teaching and learning, the benefits from this research may reflect on the 

target audience’s environment as the teachers involved will also influence their co-workers as 

well as their own students, helping them learn the referred lexical patterns more effectively. 

Additionally, students will count on a new electronic material specially designed for Brazilian 

Portuguese learners of English. 
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Comparisons are odorous: native-speaker data in learner corpus research 
 

Osborne, John 

Université de Savoie, France 

John.Osborne@univ-savoie.fr 

Analyses of learner corpora generally involve making comparisons between different groups of 

speakers: between learners with different language backgrounds or at different levels of proficiency, 

between the productions of the same learners at different points in time, or more rarely, between 

productions in different target languages. It is also frequent for native-speaker data to enter into the 

comparison, either explicitly, when comparable corpora of native-speaker productions are used to 

identify divergences between native productions and learner productions, or more implicitly, for 

instance in annotating errors in a learner corpus. However, the status of the native speaker, both in 

linguistics and in language acquisition research, has been the subject of considerable discussion. 

Reservations about the use of native-speaker data as a standard against which to compare learner 

productions can be situated at several levels:   

 The concept itself is problematic. It can be argued that there is really no such thing as a native 

speaker, who could serve as a yardstick of acceptability (Paikeday 1985), that the native speaker 

can only be defined negatively (Davies 1993, 2001; Han 2004), or that native-speakerhood is 

better regarded as a gradient term with core and peripheral features (Escudero & Sharwood Smith 

2001).  

 Even if we have criteria for identifying a native speaker, the learner‟s interlanguage should be 

studied in its own right, not as a degenerate form of the target system (Bley-Vroman 1983). 

 For L2 learners, native-like performance is an unattainable goal (Cook 1993); conversely, some 

native-speakers may be unable to perform satisfactorily in tasks that are commonly demanded of 

learners at more advanced levels (Hulstijn 2011). 

 Languages are not the property of any particular group of speakers; they are “open source” 

(Seidlhofer 2012). Consequently, there is no reason why second language users should be 

expected to conform to the patterns observed in native-speaker usage.  

 By learning a second (or subsequent) language, learners become different from monolinguals 

(Cook 2003), in ways that may have an impact on their their own L1, so that the native speaker 

standard could be viewed not as a static benchmark, but as a “moving target” (Brown & Gullberg 

2008). 

In the light of these reservations, what role is there for comparisons with native-speaker data in 

learner corpus research? I will argue that, if appropriate precautions are taken, the variability of 

native-speaker date can in fact be an advantage in analysing learner corpora, particularly with respect 

to what the Common European Framework of Reference identifies as the “generic qualitative factors 

which determine the functional success of the learner/user” (Council of Europe 2001: 128), namely 

fluency and propositional precision.  
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The last few years have witnessed a remarkable boom in the number of phraseological studies that 
examine learners’ use of lexical bundles, i.e. “recurrent expressions, regardless of their idiomaticity, 
and regardless of their structural status” (Biber et al. 1999: 990). Some of the studies have put 
specific patterns of misuse, overuse and underuse of lexical bundles down to the learners’ mother 
tongue (see Paquot & Granger, 2012 for a review). Allen (2011: 111), for example, partly ascribed 
Japanese students’ infelicitous use of the singular noun result in bundles such as result of this 
experiment (e.g. in the Japanese learner’s sentence: The result of this experiment was expressed by 
following graphs.) to the fact that the corresponding form in Japanese can denote both single and 
multiple findings and similarly attributed Japanese learners’ overuse of it can be said that to the L1, 
as its translational equivalent is repeatedly used in Japanese academic writing. Rica (2010) adopted a 
lexical bundle approach to the study of linking adverbials in EFL learner writing and noted that a 
large proportion of the multi-word connectors that non-native writers overused were very similar to 
those word sequences which learners use in their L1 to express similar meanings (e.g. English and 
Spanish I think ~ Creo que and for example ~ por ejemplo). However, no study has targeted transfer 
effects on EFL learners’ production of recurrent word sequences as their primary object of 
investigation.  
 
One of the main objectives of the author’s current research is to fill in this existing gap by 
conducting careful transfer studies of recurrent word combinations in EFL learner writing (Paquot, in 
press; Paquot, 2013). The present work deals with lexical bundles of various lengths (from 2 to 5 
words) and focuses more particularly on: 
 

1. Correct and incorrect multi-word sequences that fulfil organizational or rhetorical functions, 
e.g. contrasting (on the contrary), exemplifying (let us take the example), concluding (in 
conclusion, we can say),  

2. Preferred co-occurrences that exemplify collocations (e.g. deeply rooted) colligations (e.g. 
considered as) and syntactic structures (e.g. role to play). 

 
The study makes use of Jarvis’s (2000) methodological framework to test transfer effects on 
recurrent word sequences in the French component of the International Corpus of Learner English 
(ICLE) (Granger et al. 2009) as compared to nine other ICLE learner sub-corpora. Intra-L1-group 
homogeneity (Effect 1) is most evident when directly compared with inter-L1-group heterogeneity 
(Effect 2) (Jarvis 2000), and I, therefore, rely on comparison of means tests and post hoc tests to 
examine Effects 1 and 2. While the first two effects readily lend themselves to automatic and 
quantitative evaluation, intra-L1-group congruity between French learners’ L1 and IL performance 
does not. Assessing this third effect requires a more qualitative approach. First, the use of each 
lexical bundle was carefully analysed in ICLE-FR. The next steps consisted in identifying the French 
potential ‘equivalent’ of each lexical bundle in context, describing its use in French L1 corpora and 
comparing learners’ L1 and IL patterns of use. 
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Applying Jarvis’s (2000) unified framework on learner corpus data brings to light interesting 
findings relating to L1 influence on word use. It helps to identify a number of transfer effects that 
remain largely undocumented in the SLA literature: transfer of function, transfer of the 
phraseological environment, transfer of style and register, and transfer of L1 frequency. These 
transfer effects make up what, following Hoey (2005), I refer to as transfer of ‘lexical priming’. EFL 
learners’ knowledge of words and word combinations in their mother tongue includes a whole range 
of information about their preferred co-occurrences and sentence position, stylistic or register 
features, discourse functions and frequency. Primings for collocational and contextual use of (at least 
a restricted set of frequent or core) L1 lexical devices are particularly strong in the mental lexicon of 
adult EFL learners. They are the result of many encounters with these lexical items in L1 speech and 
writing. Mental primings in the L1 lexicon probably influence EFL learners’ knowledge of English 
words and word sequences by priming the lexico-grammatical preferences of an L1 lexical item to its 
English counterpart. These results support Kellerman’s claim that the ‘hoary old chestnut’ according 
to which transfer does not afflict the more advanced learner “should finally be squashed underfoot as 
an unwarranted overgeneralization based on very limited evidence” (Kellerman, 1984: 121). 
However, they also suggest that the main effect of the first language on higher-intermediate to 
advanced EFL learners’ use of recurrent word combinations is not errors (compare with transfer 
effects on learners’ use of collocations as reported in Nesselhauf, 2005 and Laufer & Waldman, 
2011). Rather, findings provide more subtle evidence of L1 influence in the form of patterns of 
overuse and underuse (see also Neff van Aertselaer, 2008; Paquot, 2010). 
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In Singapore’s multilingual context, English has occupied an important position in the economic 

prosperity and the multicultural diversity of the nation (Alsagoff 2010; Chew 2006). Efforts to 

ensure the intelligibility of Singapore English are evident in the educational policy as evident in the 

new language syllabus launched in 2010. However, a majority of Singaporean children grow up 

speaking their heritage language, or the home language, as a primary means of communication, 

while using English in more formal settings. Therefore, the contact between English and one or more 

other languages spoken for informal communication is a common linguistic phenomenon in 

Singapore and it may also influence the English used by Singaporean children. This variety of 

English is often considered as a deviation from ‘standard English’, or non-standard English.  

 

From an educational perspective, there seems to be an obvious benefit in describing, understanding, 

and focusing on the differences between the version of English used by Singaporean young learners 

and the variety of English taught in schools as ‘standard’ English, i.e. British English. The major 

challenge to the language educators in Singapore, however, is a lack of a large corpus of learner 

English that will allow a systematic and comprehensive examination of English used by the young 

learners. A very recent effort is Guo and Hong’s (2009) study of the development and use of 

grammatical metaphor in a corpus of 21 Primary 5 and 12 Secondary 3 student recount essays. This 

study compares different phases but has not yet provided a comprehensive database. In our 

presentation, we will describe an emerging effort to design and compile such a large-scale learner 

corpus of Singaporean learners’ English.  

 

In this preliminary phase, we aim to collect the data over the span of six-year primary school 

education. The data will largely consist of approximately 2,000 written works of primary school 

children. Using the data, two kinds of analyses will be performed. First, drawing on the 

methodological framework suggested in learner corpus research (Granger 2003, 2004), the data will 

be analyzed to reveal the instances of misuse (or non-standard use), underuse, and overuse of lexical 

items and grammatical patterns. Second, using the statistical method suggested in corpus-based 

register studies (Biber 1998), a multi-feature/multi-dimension analysis will be performed to identify 

the overall patterns and their change across different stage of the children’s linguistic development.  

 

The proposed analyses, i.e., computer-assisted error analysis and multi-feature/dimension analysis, 

are only possible when the data is fully annotated for their non-standard use and lexico-grammatical 

features (features suggested in Biber’s work). For annotating non-standard uses, two experienced 

annotators will identify and tag each instance of them using an XML-based software program. A 

specialized tag set, or annotation scheme, will be developed for the purpose. For multi-feature 

dimension analysis, a computer program has been written to process some features, while other 

features that the program cannot annotate will be manually tagged. This multi-feature annotation will 

be, again, done in XML format to be integrated with the error annotation in order to reveal the 

correlation between the lexico-grammatical features and the non-standard uses (Alsagoff & Ho 1998).  

 

122



One useful outcome of the project will be a web-based system that will allow searching and 

browsing the non-standard uses of English of the Singaporean learners. The system will serve as a 

convenience tool for teachers to look up the examples of the common errors and non-standard uses in 

Singaporean learners’ English. Further, the system will be a useful resource for teacher education by 

allowing the pre-service teachers to understand the non-standard features of Singaporean English. 

Finally, the system will be a valuable resource for researchers of Singaporean English by providing a 

comprehensive collection of learner language data as well as a computerized tool to access the data. 

In presenting our work in progress, we will discuss our design and the current state of the project and 

also share with the audience the challenges we have encountered. 
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This presentation describes an investigation into cross-linguistic influence (‘language transfer’) in 
Norwegian interlanguage using the statistical methods of data mining (Pepper 2012). 

Data mining is the process of discovering patterns in large data sets and involves methods at the 
intersection of artificial intelligence, machine learning, statistics and database systems. Such 
methods are widely used with financial, meteorological and medical data, and have also been 
applied in stylometry, text classification and natural language identification. 

The idea of using these methods in transfer research was first suggested by Jarvis (2010) and 
dubbed the ‘detection-based approach’ (to distinguish it from the more traditional ‘comparison-
based approach’). Its first systematic application with learner corpora was a series of studies 
employing data from the International Corpus of Learner English. The goal of these studies was 
to predict the L1 backgrounds of L2 English learners on the basis of lexical, stylistic and other 
features of their written language – a goal that was achieved with remarkable success (Jarvis & 
Crossley 2012). 

In the present study, the same techniques were applied using data from the Norwegian Second 
Language Corpus in order to address the following research questions: 

1. Can the methods of data mining be used to identify the L1 background of learners of L2 
Norwegian on the basis of their use of lexical features of the target language? 

2. If so, what are the best predictors of L1 background? 
3. And can those predictors be traced to cross-linguistic influence? 

The source data consisted of Norwegian interlanguage texts written by 1,000 second language 
learners from ten different L1 backgrounds (German, English, Dutch, Spanish, Polish, Russian, 
Serbo-Croat, Albanian, Somali, Vietnamese). There was also a control corpus of 100 texts written 
by native speakers. Word frequencies computed from this data were analysed using multivariate 
statistical methods, including analysis of variance (ANOVA) and discriminant analysis. 

Discriminant analysis is defined by Klecka (1980) as “a statistical technique which allows the 
researcher to study the differences between two or more groups of objects with respect to several 
variables simultaneously.” In the present study, the ‘objects’ under study were learner texts; the 
‘groups’ were defined according to the authors’ L1 backgrounds; and the ‘variables’ were the 
relative frequencies of the 50-60 most commonly occurring words in the texts. Based on this 
input, mathematical models were computed that proved capable of predicting the authors’ L1 
backgrounds with a statistically significant degree of accuracy. 

For example, in a test involving the five L1 groups German, English, Polish, Russian and Somali, 
the author’s L1 was correctly predicted for 288 of the 500 texts, giving an overall success rate of 
57.6%, compared to the 20% success rate that would be expected if the prediction was 
completely random. This shows that the discriminant analysis had found a significant amount 
of L1 grouping structure in the data and the first research question was thus answered in the 
affirmative. Further analysis using the method of feature selection made it possible to determine 
exactly which lexical features contributed most to the model and thus constituted the best 
predictors of L1 background (research question 2). 
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Those predictors were subjected to additional tests in order to determine which L1 groups the 
various lexical features served to separate. The results both confirmed existing knowledge and 
revealed a number of hitherto unsuspected patterns. For example, the well-known tendency for 
Russian and Polish speakers to omit indefinite articles was confirmed (and shown to apply to 
Somali learners as well). More surprisingly, Dutch speakers were shown to overuse the modal 
verb skal (‘shall’) to a significantly greater extent than other learners. Germans were found to 
overuse the masculine form of the indefinite article (en) and underuse the neuter form (et) – 
whereas the situation was the reverse for English speakers. Another unexpected finding was that 
Russians tend to avoid the word eller (‘or’), despite the fact that the corresponding Russian word 
(или) bears a strong formal resemblance to its Norwegian counterpart. These and other findings 
were subjected to (diagnostic) contrastive analysis (Gast 2012) in order to answer the third 
research question, and in most cases it proved possible to attribute the tendency in question to 
language transfer in one form or another. 

This presentation focuses on the use of discriminant analysis and its applicability to a wide range 
of problems in learner corpus research. 
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This study deals with the integration of syntactic complements and adjuncts in predicate projections 
in learner English in an attempt to determine whether the production of such constituents in English 
by non-native speakers is influenced or not by their first language. The analysis is based on 
sequences of complements and adjuncts in predicates (VPs) such as (1) and (2): 

(1) deal [with the construction] [in a somewhat strange way which will lead to odd results] 
(2) deal [in a somewhat strange way which will lead to odd results] [with the construction] 

The study is couched in frameworks which analyse student’s interlanguage (see Eubank et al. 1997 
for recent definitions) and approximative linguistic systems (Nemser 1971) in general, and follows 
Granger’s (1996) comprehensive Integrated Contrastive Model (ICM; see Granger 2002, 2009; 
Gilquin 2008: 6–8) to interlinguistic analysis. 
Two forces are claimed to determine the order of complements and adjuncts in a given category: the 
‘syntactic’ force of ‘complements-first’ (Quirk et al. 1985: 49-50; Hawkins 2007) and the 
‘processing’ force of end-weight (Quirk et al. 1985: 1398; Hawkins’ 2004 ‘Minimize Domains’). We 
will explore the effects of both forces on the distribution of adjuncts and complements in VPs in the 
following corpora: 
– the 100,000-word learner spoken corpus of English VICOLSE, produced by Spanish University 
students of English (Tizón-Couto 2012), 
– the native corpus LOCNEC (Centre for English Corpus Linguistics, Université catholique de 
Louvain), used as the English native control corpus, and 
– examples retrieved from ADESSE (University of Vigo, http://adesse.uvigo.es), a 1.5-million-word 
database of (native) Spanish, which acts as the Spanish native control corpus. Our research here is 
based on a sample of 207,948 words of spoken Spanish (in Spain) from ADESSE. 
VICOLSE and LOCNEC are comparable corpora since the compilation of the former has followed 
the design of tasks, topics and transcription conventions used in LOCNEC, inherited from the 
LINDSEI project. In order to control for modality issues, we will compare the results with those 
drawn from a comprehensive corpus of written Modern English (PPCMBE). 
The findings reveal that the syntactic principle of complements-first is strong in native spoken 
English, in native written English and in non-native (Spanish-L1) spoken English, while it is not 
significant in native spoken Spanish. Regarding end-weight, we measure the number of times the 
second constituent is longer than the first one in the corpora, and conclude that the processing 
principle of end-weight is strong in complement-first and complement-last constructions in native 
spoken English, in non-native spoken English and in native spoken Spanish, being specially strong in 
complement-last constructions in native written English. 
The empirical analysis of the data lead to the following concluding remarks: (i) both English and 
Spanish syntax significantly influence the learners’ productions as far as compliance with the 
syntactic principle of complements-first is concerned; and (ii) observance of the processing principle 
of end-weight is conditioned by modality (spoken versus written) and not by the learners’ 
interlanguage. 
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It is widely accepted that learners exhibit systematic differences based on different L1 and L2 

configurations. In closely related languages, due to extensive formal and semantic similarity, the L1 

influence is mainly positive. Nevertheless, different patterns in L1 and L2 may cause negative L1 

influence as well. (Ringbom 2007). According to the structural-contrastive theory, cases in which one 

L1 phenomenon corresponds to one L2 phenomenon are the easiest to acquire. The most difficult are 

the L2 phenomena not found in L1, and those in which the L1 phenomenon corresponds to many 

different L2 counterparts (Latomaa 1993). 

Although the Estonian and Finnish languages are closely related, the Estonian verb minema ‘go’ and 

Finnish verb mennä ‘go’ have developed in different directions. In Finnish two separate and parallel 

paradigms remain: mennä: menen ‘to go: I go’ and lähteä: lähden ‘to start to go, to leave: I start to go, 

I leave’. In Estonian the two verbs collapse into one paradigm with complementary distribution: 

minema: lähen ‘to go: I go’. These typologically interesting paradigms are challenging for Estonian 

learners of Finnish, causing problems both in learning and in use of the second language. Verbs mennä 

and lähteä thus present a unique opportunity to study the influence of a one-to-many mapping on 

second language acquisition. 

The research questions addressed in this study are the following: 1) how and in what contexts do the 

Estonian learners of Finnish use mennä- and lähteä-verbs, 2) whether and how does the use of lähteä 

and mennä vary on proficiency levels A2-C1, 3) whether and how does the learner use of lähteä- and 

mennä-verbs differ from their use in the native corpus. The theoretical framework of the research is 

based on three dimensions of language proficiency: complexity, accuracy and fluency (Housen, Kuiken 

2009) which can be analyzed by DEMfad model (Martin et al 2010). In this study, as in the DEMfad 

model, the number of lähteä- and mennä-verbs per 1000 tokens of running text is used as an overall 

measure of fluency. Accuracy is seen as the number of target-like expressions in comparison with 

native Finnish; distribution is used as a cover term for complexity in traditional sense as well as for 

variability. To explore the L1 influence, the unified methodological framework of Jarvis (2000: 249-

261, 2010) and the Three-Phase Comparative Analysis earlier tested in translation studies (Jantunen 

2004) are used. The data is selected from the Estonian subcorpus of the International Corpus of Learner 

Finnish (ICLFI). Learner language is compared on the native Finnish corpus and on the multi-source-

language subcorpus of ICLFI where none of the source languages is dominant, so it can be seen as a 

source of representative data for learner Finnish in general. 

This presentation focuses on comparing the use of lähteä- and mennä-verbs in the Estonian subcorpus 

and the native Finnish corpus. The preliminary results of the study show that in the learner subcorpus 

on the proficiency level A2 only the spatial meaning of the verbs is used. In terms of accuracy there is 

some confusion concerning morphosyntactic features at the proficiency levels A2 and B1, as well as 

mixing of lähteä- and mennä-verbs in those contexts where native speakers use only one of the verbs. 
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On the level B2, the verbs lähteä and mennä as verbs of movement are mostly replaced with other 

verbs describing movement, and the verbs mennä and lähteä are used in more abstract contexts. 

Compared to the native corpus, in the learner corpus lähteä is underused at all proficiency levels.  
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Introduction 

The PELCRA Learner English Corpus (PLEC) is a research project funded by a grant from the 
Polish Ministry of Science and Higher Education (Pęzik 2012). Launched in late 2010 the project is 
aimed at compiling an annotated corpus with a spoken component for quantitative and qualitative 
analyses of Polish learner English. The corpus contains samples of learner English, such as essays, 
in-class and in-exam assignments, letters, MA theses and many other types written compositions 
authored by Poles using English as a foreign language (2.8 million words in total). It also features a 
time-aligned, error- annotated spoken sub-corpus of learner English (200 000 word segments, which 
roughly corresponds to 25 hours of continuous recordings). The spoken component comprises 
informal interviews conducted with learners of English representing a variety of proficiency levels 
and social backgrounds. It has been recently made available under a Creative Commons license. 
The aim of this paper is to describe the main text and annotation mining tools developed within the 
project, including 1) a scalable, multi-modal learner corpus search engine, 2) a syntactic and error 
annotation browser, 3) a formulaic sequence extractor and 3) a phraseology analysis tool. 
 
Availability 
The tools and resources described in this paper are available online at pelcra.pl/plec. 
 
Online search engine 
The orthographic and linguistic tiers of the corpus annotation can be explored through a dedicated 
search engine supporting complex part-of-speech queries with slop factors and metadata “faceted 
browsing” views. The search engine was implemented using a customized version of the Apache 
Lucene library and it can be used in other corpus projects as it scales well with the size of the 
collection up to billions of segments. The engine provides multimodal access to the written and 
spoken data components; users can stream audio snippets for utterances matching their queries. 
Learner and text profiles such as proficiency levels, domains, genres and register can be used as 
search criteria. 
 
Syntax and error annotation browsers 
There are two types of error annotation in PLEC. Firstly, a general, learner error taxonomy was 
adopted for the manual annotation of errors in a selection of the corpus. Secondly, the entire spoken 
component of the corpus has been annotated for word mispronunciations and used to compile an 
index of words commonly mispronounced by Polish learners of English (Zając and Pęzik 2012). 
Additionally, the corpus has been syntactically parsed using the Stanford Dependency Parser (De 
Marneffe, MacCartney, and Manning 2006). All of these tiers can be explored through dedicated 
online annotation browsers presented in this paper. 
 
Formulaic sequence extraction 
The project also explores the possibility of applying a special n-skip-gram algorithm for extracting 
key formulaic sequences from the spoken component of the corpus and comparing them with n-skip-
gram lists extracted from the spoken component of the British National Corpus. It is argued that this 
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method of identifying formulaic sequences is an improvement over the widely-used n-gram analysis 
methods in that it factors in the nesting of shorter phrases within longer n-grams. Many such n-grams 
(with n>=1) with distributional characteristic specific to Polish learner English are identified with 
this method, including the clause-breaking use of I don’t know discussed in this paper. (See 
http://pelcra.pl/PLEC/phrases.do for sample results). 
 
Phraseology indexing 
Large-scale analysis of native English corpora indicates that more than 50 percent of simple noun 
phrase usage are largely fixed combinations reproduced from memory, rather than spontaneous, 
compositional syntagms. To assess this aspect of use of English as a foreign language method of 
analyzing learners’ phraseological competence is proposed which relies on the automatic 
identification of recurrent word combinations in the learner corpus. We explain how a BNC-based 
collocation tagger based on the HASK online dictionaries (see pelcra.pl/hask_en) is used to identify 
and annotate instances of selected types of phraseological units in the learner data. This in turn 
makes it possible to estimate the so-called phraseological index of learner English samples, which is 
a rough measure of native-like idiomaticity in non-native texts. One of the surprising outcomes of 
this analysis is the general observation that learner English can have both a significantly higher as 
well as significantly lower phraseological index with learners over-using a small selections of 
multiword linking adverbials in school and academic texts. 
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This poster presents some preliminary results from my corpus-based investigation of gender 
agreement and L1 transfer in Norwegian as a second language. The main hypothesis is that 
learners with a native language (L1) without agreement (Vietnamese) will have greater problems 
with gender agreement than learners with an L1 with agreement (German, Spanish and English). 
To uncover transfer, I use Jarvis’ (2000) method and compare the performance of learners with 
L1s that differ with respect to the category of grammatical gender and the presence of agreement, 
see Table 1.  

Table 1 Target language and native languages  

According to Jarvis (2000:253), transfer is at play if the following criteria can be shown to be 
satisfied: “inter-L1-group heterogeneity in learners’ IL performance”, “intra-L1-group 
homogeneity in learners’ IL performance” and “intra-L1-group congruity between learners’ L1 
and IL performance”. 
My investigation is corpus-based, using ASK – Norsk andrespråkskorpus (Norwegian Second 
Language Corpus). The corpus consists of texts written by adult second language learners of 
Norwegian sitting for two different language tests, one intermediate level test (approximately at 
B1 according to the Common European Framework of Reference for Languages (CEFR)) and 
one advanced level test (approximately at B2 according to the CEFR). My investigation is based 
on texts from the intermediate level test, where there are 100 texts from each L1 group.  
According to Hockett (1958:231), grammatical gender is “classes of nouns reflected in the 
behavior of associated words”. There are two aspects of gender in this definition. First, it refers to 
gender as one type of nominal classification. Second, it refers to agreement. In a linguistic 
perspective, gender assignment, which reflects the aspect of nominal classification, is viewed as 
more or less predictable in gender languages across the world, and governed by semantic and 
formal gender assignment rules (Corbett 1991). The assignment of gender to nouns in Norwegian 
is mostly unpredictable, and hence viewed as difficult for L2 learners. However, there are some 
semantic and formal rules for gender assignment. There is a connection between biological sex 
and masculine and feminine gender assignment. For instance, mann (‘man’), gutt (‘boy’), bror 
(‘brother’) are assigned masculine gender and kvinne (‘women’), jente (‘girl’), søster (‘sister’) 
are assigned feminine gender. The formal rules for gender assignment are mainly connected to 
the derivational morphology of the noun. For instance, verbal nouns with the ending -sjon, such 
as gratulasjon (‘congratulation’), are assigned masculine gender. Grammatical gender is reflected 
in adjectives and determiners that agree in gender, for instance in noun phrases like in example 
(1) and (2): 

 
 

 Target 
language 

Native language 

Type of language Synthetic Synthetic/Analytic Analytic 
Language Norwegian German Spanish English Vietnamese 
Classification of 
nouns 

X X X –  X 

Gender X X X –  – 
Agreement X X X X – 
M – F – N  X X  – – 
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(1)  en             fin                  bil 
              a.MASC   nice.MASC   car(MASC) 
 
(2) et              fint               hus 
              a.NEUT   nice.NEUT   house(NEUT) 

  

Second language learners of a gender language have to assign gender to each noun in the target 
language, and they further have to display the gender agreement in syntactic contexts that require 
it. From a theoretical point of view there are two factors that make certain grammatical categories 
difficult to acquire, lack of transparency between form and meaning and redundancy (DeKeyser 
2005:3). Grammatical gender fulfils both of these factors, because of little transparency between 
the gender and the semantics of the noun, and the lack of an obvious communicative function. 
Hence, the acquisition of grammatical gender is considered as notoriously difficult for second 
language learners. 
In a previous corpus-based investigation (Ragnhildstveit 2009), using the same data material and 
Jarvis’ method as described earlier, I investigated L1 transfer and gender assignment. I did this by 
comparing correct and incorrect gender assignment between groups with L1s that are different 
with respect to their gender systems, see Table 2. 

Table 2 Target language and native languages 

Despite the presumed difficulty when it comes to acquisition of gender in a second language, all 
language groups had a high degree of correct gender assignment. Further, I found that the 
learners seem to use some of the assignment rules for gender. A very interesting finding was that 
the Vietnamese group had more correct gender assignment than the other groups, in spite of the 
fact that Vietnamese does not have grammatical gender. I proposed several possible explanations 
for this, for instance L1 transfer and different learning strategies.  
This result led me to hypothesize that even if the Vietnamese learners have more correct gender 
assignment than the other L1 groups in Ragnhildstveit (2009), they may not manage to get the 
gender agreement correct, since their L1 does not have agreement. Maybe Sabourin et al. are 
right when they say that: 

 
It is possible that gender assignment can be done based on more general cognitive skills 
(simply learning or memorizing what gender goes with what item) and thus can, with enough 
experience, be learned by any L2 learner. In contrast, gender agreement, relying on more 
linguistic strategies, can only be learned in the L2 if the same strategies are present in the L1. 
(Sabourin et al. 2006: 27) 
 

This poster will show results from my exploration of this hypothesis, based on a limited 
investigation of the type of noun phrase in (1) and (2) above. The agreement in example (2) can 
in principle be displayed in four different ways, (A), (B), (C) and (D), by the learners.  
 

(A)   et              fint               hus 
a.NEUT   nice.NEUT   house(NEUT) 

 
(B) et     fin   hus 

  a.NEUT   nice.MASC  house(NEUT) 
 

Target language Native language 
Norwegian German Spanish Dutch Vietnamese English 
Masculine 
Feminine 

Neuter 

Masculine 
Feminine 

Neuter 

Masculine 
Feminine 

 

Common gender 
 

Neuter 

- 
Classifier 
language 

- 
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(C) en  fint  hus 
  a.MASC nice.NEUT house(NEUT) 
 

(D) en  fin  hus 
  a.MASC nice.MASC house(NEUT) 
 
The first question is whether the learners display agreement between the indefinite article and the 
adjective, like in (A) and (D), or if they display “disagreement”, like in (B) and (C). The second 
question is whether the Vietnamese learners exhibit more disagreement than the other learners.  
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This  study looks at  the expression  of  motion events  in  typologically  different  languages and at  
transfer effects resulting from typologically similar and different L1s and L2s. It shows how German 
and Spanish learners of English express motion events in their English L2. 
Research on motion events has shown that speakers of Germanic and Romance languages differ in 
the ways in which path and manner of motion are expressed (cf. Talmy 1991). Talmy distinguishes 
two language types, verb-framed (e.g., Romance) and satellite-framed (e.g., Germanic) languages on 
the  basis  of  different  lexicalization  patterns  used  for  the  expression  of  semantic  components 
associated  with  motion  events.  According to  Talmy’s  typology,  path  and  manner  of  motion  are 
expressed in different syntactic elements (verb and satellite) in these two language types.
Written narratives were collected from adult native speakers of German, English and Spanish in their 
respective L1s. This data served as a reference corpus. In addition, two learner corpora containing 
narratives written by German and Spanish learners of English were compiled. Similar to Cadierno 
(2004), the task was based on a wordless picture story book that elicited different types of spatial 
descriptions. 
Based on the results presented in previous research on motion events, the expectation was to find the 
dominant  patterns  of  the  learners’ L1s  (Spanish  and  German)  to  be  reflected  in  their  (English) 
interlanguage.  More  specifically,  it  was  hypothesized  that speakers  of  German and Spanish  pay 
different attention to spatial and non-spatial dimensions of motion in their written L2 production.
The analysis  compared the semantic  categories that were expressed by learners of English from 
typologically different L1s, German and Spanish. Both types of Contrastive Interlanguage Analysis 
were involved, i.e., a comparison of native and non-native varieties of English and a comparison of 
different interlanguages of English (Granger 1996). As for the first type, the English L1 data were 
compared to the German L2 data and to the Spanish L2 data. Second, the German L2 data were 
compared to the Spanish L2 data.
The semantic elements of all motion expressions in the narratives were coded for a range of concepts 
and  relations  that  are  relevant  for  the  ways  in  which  motion  events  are  lexicalized  in  the  two 
language types. Different aspects of spatial relations were analyzed, as well as the expression of non-
spatial  elements,  many  of  which  have  been  traditionally  analyzed  as  manner  of  motion.  The 
annotation of spatial concepts and relations was based on the linguistically-motivated ontology of the 
Generalized  Upper  Model  spatial  extension  (GUM-Space,  Bateman  et  al.  2010).  GUM-Space 
describes the semantics of spatial terms and the relation between the concepts underlying linguistic 
expressions  of  space.  The  corpus  data  was  analyzed  with  regard  to  semantic  elements  and  the 
syntactic elements by which they are expressed.
Results  from the  reference and learner  corpora  support  the  expectation  that  the  L2 patterns  are 
influenced by the respective L1s. The results further indicate interesting differences between certain 
subtypes of what have been traditionally subsumed under the notions of manner and path. The results 
are discussed with regard to conceptual transfer (Jarvis & Pavlenko 2008).
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In recent years, researchers have become increasingly interested in the creation and pedagogical use 
of English learner corpora. Many studies (e.g. Tono et al., 2001; Granger, 1994, 2003; Biber, 2006) 
have shown that learner corpora not only create significant contributions to second language 
acquisition research, but also contribute to the construction and evaluation of language tests by 
advancing our understanding of English learners.  

However, little attention has been paid to the Korean EFL (English as a Foreign Language) 
learners’  corpus  so  far.  The  Yonsei  English  Learner  Corpus  (YELC), funded by the Brain-Korea (BK) 
21, is a Korean EFL learner corpus compiled by Yonsei University from 2011 to 2012. Over, 3000 
Korean male and female high school graduates who were accepted to Yonsei University for further 
studies participated in this project.  

YELC consists of 6,572 authentic student writing examples at nine different English 
proficiency levels (A1, A1+, A2, B1, B1+, B2, B2+, C1, C2) which we have refined and extended 
the original six proficiency levels (A1, A2, B1, B2, C1, C2) of the Common European Framework of 
Reference for Languages (CEFR), providing a total of 1,099,427 words. 

 
(1) A level 

a. A1: 82 texts 
b. A1+: 370 texts 
c. A2: 1,368 texts 

(2) B level 
a. B1: 2,346 texts 
b. B1+: 1,410 texts 
c. B2: 756 texts 
d. B2: 162 texts 

(3) C level 
a. C1: 74 texts 
b. C2: 4 texts 

 
In this paper, we will describe the compilation process of how we have ‘corpusized’ from the 

text data to a sound corpus. Once the process of ‘corpusization’ is introduced, we will report 
interesting linguistic features that different proficiency levels of Korean learners of English show. 
This study will also discuss the potential use of the YELC which is not freely available for research 
purposes (http://www.uclouvain.be/en-cecl-lcworld.html). 
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The purpose of this longitudinal study is to compare the use of certain devices for 
discourse competence by two different one-semester second year classes of Spanish 
EFL students of English Studies (2012-2013) at the Complutense University,  Madrid 
(CEFR levels B1, B2 and C1).The corpora analyzed are:  

1) written data from initial and final essays collected from 10 students at differing 
levels, as measured by the Oxford Quick Placement test administered at the 
beginning of the academic year; and 

2) written data collected, initially and finally, in the 2nd semester from the same 
students, currently enrolled in B2+ (although linguistic competence is not 
necessarily at this level).  

The broader research purpose, completed in four different steps, was to test the 
effectiveness of adaptations made to the descriptors outlined in the Common European 
Framework of Reference for Languages (CEFR, Council of Europe 2001) for curricular 
guidelines. The selection of students at different levels was meant to ascertain if a 
certain threshold level exists below which EFL students are unable to integrate the 
devices described below into their writing. 
 
As a result of both the publication of the CEFR guidelines for linguistic competence and 
the Bolognia process for the reform of higher education (Keeling, 2006) –advocating 
curricular studies that focus on productive activities that are purposeful, lead towards 
some explicit objectives, and are measurable– specific guidelines for academic writing 
needed to be developed and explicit training for structural and rhetorical features 
provided for Complutense EFL students, now obliged to write an end-of-studies paper 
as a graduation requirement. 
 
The CEFR descriptors are under-defined (Hawkins & Buttery 2010) since their use may 
be applied to various different groups of learners (immigrant adult learners, secondary 
school learners, etc.). These descriptors are helpful, but are too general to provide for 
task-specific competencies on which students could be assessed. Some development of 
CEFR writing guidelines has emerged in Green (2012) who briefly lists some lexico-
grammatical exponents as “text characteristics”; yet, still missing in his account is a 
middle category linking discourse cues (especially lexical phrases) to the construction 
of an argumentation schema (Andrews 2010). In addition, as Fleming (2009) has 
pointed out, broad descriptors are not necessarily the answer to specific teaching 
objectives, in this case, identifying specific structural and rhetorical features. 
 
As a first step in curricular change, the Complutense Writing Group created an initial 
framework (Neff  2013), as an intermediate scaffold for student use in academic reading 
and writing. It included two groupings of features: 1) structural (aspects like  
encapsulation and prospection, claims and supporting data); and, 2) rhetorical (aspects 
such as reporting verb use for alignment or non-alignment with the sources used, the use 
of modal verbs, etc). 
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The second phase identified specific devices used by expert academic writers for 
inclusion into teaching units. Following taxonomies used by Hyland (2000), Biber et al. 
(1999). Paquot (2010) and Rica (2007), discourse devices included in the adapted CEFR 
descriptors were searched for: verbs of mental processes and of communication(e.g., 
reporting verbs), linking phraseological units, items expressing doubt and certainty 
(e.g., epistemic and deontic verbs and adverbials), and person markers (evidence of 
impersonalization or the lack of). Hyland (2000), Springer (2012) and others have 
shown that academic competence depends on their use or absence and thus, they form 
part of the specific CEFR-adapted descriptors. 
 
A third step involved a wide variety of pedagogical tasks targeting specific areas for 
substantial improvement in EFL texts. Since course time is short and over-all language 
acquisition is rather imperceptible, rather than relying on commercial “academic 
textbooks”, pedagogical tasks were developed: 1) for reading, developing discourse 
analysis skills; 2) the construction of writing tasks specific to Spanish EFL university 
students. 
 
The fourth step is to detect the extent to which the Complutense students have actually 
been able to use these features, in other words, to what extent was the curricular design 
successful. The 1st-semester findings show that students have incorporated features such 
as a variety of reporting verbs, more sophisticated discourse markers, fewer personal 
pronouns (“I”/”we”) and more generic “you” as subjects. However, the final 1st-
semester compositions did not seem to show improvement in the following: the use of 
epistemic verbal and adverbial items and an overuse of deontic lexical phrases. These 
results are presently being fed into the 2nd-semester pedagogical activities in an attempt 
to revise the curricular design accordingly. The structural and rhetorical features 
included in our framework, plus the specific pedagogical activities, suggest that students 
can only learn more complex discourse features if they are at a certain threshold level. 
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Learner corpus research (LCR) stands at a crossroads among some disciplines as corpus 
linguistics, second language acquisition, foreign language teaching, and the results of the 
investigations conducted in this area may bring benefits to several research fields, namely, 
lexicography, contrastive linguistics, teaching methodology, cognitive linguistics, second 
language acquisition, foreign language teaching, language testing, natural language 
processing and translation.  

Collocations are one of the several types of phraseologisms and although a lot has 
already been done in terms of phraseological research, it still remains a lot to be done in 
terms of extracting, describing, defining, teaching and learning these structures.  

Granger et al. (2002, p. 7) argue that computer learner corpora   are   “[…]   electronic  
collections of authentic FL/SL textual data assembled according to explicit design criteria for 
a  particular  SLA/FLT  purpose”.  A  very  significant  advantage  of   learner  corpora   is   the   fact  
that   the   researcher  can   have  a   record  of   the   learners’ production which may enable him to 
report what learners actually produce in terms of phraseological patterns.  

Altenberg and Eeg-Olofsson (1990), Sinclair (1991), Fontenelle (1994), Granger (1998), 
Orenha-Ottaiano (2004), Meunier and Granger (2008) claim that the learning of collocations 
and other prefabricated chunks is crucial to learners who aim to produce fluent speech and 
they assert that the use of corpora in the foreign language classrooms promotes the teaching 
of these chunks. Thus, based on the well-known importance of providing students with the 
ability to use these prefabricated structures well, we built a parallel learner corpus made up of 
students’ translations from Portuguese into Italian language. Therefore, this paper aims at 
showing some results of an investigation carried out in a Brazilian public university with 
students that attend a translation course.  

The subjects of this research are university students from the 3rd year of a B. A. in 
Translation Course, whose level of Italian varies from intermediate to upper-intermediate. 
The original texts that comprise the corpus are newspaper articles taken from very popular 
Brazilian newspapers and magazines. The typology of the texts is related to current world 
news  and   the   topics   selected  were  “One year after Tsunami in Japan”; “Financial crises in 
Greece and in Europe”;;   “Unemployment”; “Elections in the US”; “Bullying”; “Abortion”, 
etc. These texts originally written in Portuguese were translated into Italian by a group of 10 
students. With the help of WordSmith Tools (Scott 2004), it was possible to extract the data 
and  analyse  students’  collocations.   

The methodology of this investigation, corpus design and compilation are based on a 
similar research carried out by Orenha-Ottaiano (2012) in the same university, with the same 
translation students, the same original Portuguese texts, but translated into English.  

Our aim is to compare, in a second stage, the collocations used by the Brazilian learners 
of Italian to the ones employed by the Brazilian learners of English, in order to check if:  

 
a) Brazilian learners of English and Italian as foreign languages have the same difficulties in 
producing collocations;  
b) they produce similar collocational errors; and  
c) there is some kind of influence of the mother tongue on their choices.  
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Some of the problems found in the translation from Portuguese to Italian are related to 
the following collocations: “cessar   fogo”,  “travar  combates”,  “máxima  autoridade  rebelde”,  
“governo  transitório”,  “medidas  de  prevenção”,  “chegar  ao  poder”,   “zona  do  euro”,  “cobrir  
os  empréstimos”,  “pacote  de  cortes”,  “rombo  fiscal”,  to name a few.  

For example, as learners are usually influenced by their mother tongue (Portuguese), 
they translated the collocation “entrevista coletiva” into “conferenza collettiva”, when they 
should have used “conferenza stampa”. And by ignoring the frequently used collocation 
“derrubou  a   resistência”   in   Italian,   they   translated   it   into  “ha   rovesciato   la   resistenza”,   “ha  
annullato   la   resistenza”,   “ha   fatto   cadere   la   resistenza”,   instead   of   into “ha   piegato   la  
resistenza”.   

The investigation allowed us to observe the students’ collocational choices and patterns; 
the influence of the mother tongue on these choices; the most frequent collocational errors 
produced; and the most/least used type of collocations employed by them.  

As a result of their production, we recognize the importance of teaching and encouraging 
students to explore the potential benefits of using corpora in translation. We also argue that 
when the teaching of collocations is in a more explicit (or intentional) way, it brings more 
benefits to learners than in the cases teachers hope it happens automatically, i. e., in an 
implicit (or incidental) way. As previously mentioned, the results of this research will be 
compared to Orenha-Ottaiano’s  findings  and  further  discussed  in  a  paper. 
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Native speakers rarely completely analyze sentences into their individual components, instead we 
perceive and produce semi-preconstructed phrases (Sinclair 1991, Stefanowitsch and Gries 2003). 
Lexical expectations (Hoey 2005) guide our interpretation, creative and analytic use of language is 
very restricted. When native speakers construct sentences they employ argument structures, 
alternations (Levin 1993), choice of synonyms and register as subtle operations (Pawley and Syder 
1983). Although grammatical variation seems abundant (e.g. Rohdenburg & Mondorf 2003) it is 
severely restricted by complex, and interacting factors up to being nearly deterministic (Bresnan et 
al. 2007). Sentences are rendered in the way that they are due to many complex and interacting 
factors, and even subtle failures increase both the human and the automatic processing load. 
Language learners sometimes produce syntactically incorrect sentences, but more often they fail to 
use these subtle factors as successfully as native speakers do. For example (1) and shows a lexical 
preference error. 

(1a) Original:   Usually , I go to the library , and I rent these books. 
(1b) Corrected:  Usually , I go to the library , and I borrow these books. 

These failures can lead to increased processing times for the human listener, and possibly even 
ambiguities or misunderstandings, as in (2) and (3). 

(2a) Original:   I am going to the present for my family. 
(2b) Corrected:  I am going to buy presents for my family. 
(3a) Original:   Kindly and gently computer game I bought for them. 
(3b) Corrected:  I bought a harmless computer game for them. 

We use an automatic robust probabilistic parser (Schneider 2008) as psycholinguistic model of 
syntactic and idiomatic expectation. A broad-coverage parser can serve as a psycholinguistic 
language model, because it predicts attachment decisions based on grammar rules and lexical 
preferences, because its statistical model can be extended by semantic and discourse-level factors, 
and it learns form real-word data. Entrenched structures get higher scores, as they are expected. 
Keller (2010) suggests the use of broad-coverage robust parsers as cognitively plausible models. We 
apply such an approach to Learner English and show that parser performance (Figure 1) and parser 
scores are significantly lower for Learner data than for corrected. We have manually annotated 100 
sentence pairs from the NICT Japanese Learner English (JLE) Corpus1. It contains 120,000 sentence 
pairs of consisting of an original language learner sentence and a corrected sentence (see (1)-(3)). 

                                                
1 http://alaginrc.nict.go.jp/nict_jle/index_E.html 
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Figure 1. Parser Performance 
 
Our hypothesis is that L2 utterances do not fit the model very well – equally the human listener and 
the computational parser model – and thus lead to lower parser scores, in correlation to increased 
processing times for human listeners. We compared parser scores between original and corrected 
sentences (Figure 2), but also the fragmentation of the parser output (Figure 3). 
 

Figure 2. Parser score by sentence length, comparing original and corrected utterances 

Figure 3. Parser fragmentation levels 
 
There also is a correlation between the competence level of language learners and parser scores. 
Figure 4 plots parser scores for our parses of the CEEAUS written corpus (Ishikawa 2009). 
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Figure 4. Parser scores compared to language learner competence level 
 
We suggest the use of syntactic parsers as psycholinguistic tools for the analysis of Learner data and 
step towards a model-based approach to entrenchment. 
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The Estonian Interlanguage Corpus (EIC) of Tallinn University is collection of written texts 

produced by learners of Estonian as second language and learners of Russian as a third language 

and native speakers of Russian. EIC consisted of seven different sub-corpora: 1. Competition 

works in Estonian (as L2); 2. Academic learner language (Estonian as L2); 3. Estonian academic 

language (Estonian as mother tongue); 4. Estonian Interlanguage core corpus (as L2); 5. The 

collection of the texts of State Examination and Qualification Center (Estonian as L2), 6. The 

corpus of Russian language as the third language and 7. The corpus of Russian language as 

mother tongue.  

There are two new sub-corpora of Estonian Interlanguage Corpus (EIC) under consideration in 

this paper: The corpus of Russian language as the mother tongue (L1) and The corpus of Russian 

language as the third language (L3). The paper focuses on the compilation of these sub-corpora. 

The main purpose which is linked to the compilation of the corpus of Russian language as mother 

tongue (L1) and the corpus of Russian language as L3 is to compare the use of Russian as L1 

with the acquisition of Russian as L3 in Estonia and to compare it with standard language using 

Russian National Corpus.  

Also on the basis of these sub-corpora it is possible to compare the use and acquisition of Russian 

language as the mother tongue (L1) by students in secondary education with the acquisition of 

Estonian as the second language (L2) in order to determine to which extent the usage and 

acquisition of L1 and L2 by students with Russian as their mother tongue are different or similar 

(e.g. lexical richness and morphosyntactic complexity). 

Students in secondary education with Russian as their mother tongue acquire Estonian as the 

second language, because it is official language in Estonia and English or any other language as 

third (L3). Students with Estonian as their mother tongue acquire English as second (L2) 

language and Russian as the third language.  

The general aim of research is to determine what kind of common features and differences are 

appearing in the use of language and its acquisition. 

The sub-corpus of Russian language as the mother tongue and the sub-corpus of Russian 

language as the third language are monitor, synchronic corpora, which size is constantly 

growing. At this time the sub-corpus of Russian as L1 consists of examination papers, home and 

class essays by students in secondary education and contains 371 texts (approximately 200 000 

words). The sub-corpus of Russian as L3 includes examination papers and letters by students in 

secondary education and contains 279 texts (approximately 60 000 words).  

Learners’ texts (Russian as L1) were written by hand in the classroom, at home, and on the 

examination and texts (Russian as L3) were written on the examination. All of them were 

digitized (typed) before any further processing. L1 texts were collected from schools in Estonia 

(e.g. Narva city in North-East region of Estonia) and from the State Examination and 

Qualification Center, L3 texts were collected from the State Examination and Qualification 

Center, where are kept all examination papers by students. There is metadata about students, 

whom texts were collected from schools in Narva city, for instance age, sex, mother tongue, 

language and social background, etc. and there is no metadata about students, who wrote the 

papers on the examination, because it is confidential data (every paper has its own code).  

In this paper will be presented principles of the compilation of these sub-corpora (design and 

nature, data collection, corpora size and their representativeness, preparation of the texts for 

inclusion them into the corpus) and the different opportunities to use them according to the 
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research question or purpose and also given an overview of done work in connection with these 

sub-corpora: their current state.  
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The traditional paradigm of transfer studies has been limited primarily to the identification and 
quantification of the phenomenon, while the current research investigates also the causes and 
limitations of the phenomenon and seeks for theoretical explanations. International empirical transfer 
research focuses increasingly on the positive transfer based on crosslinguisticsimilarity between the 
languages one already knows (L1, L3) and the language one is studying (L2) (Jarvis 2010).  
 
In language learning and particularly in learning a closely related language, similarity across the 
languages is an important factor. Learners try first to find something similar, something  they already 
know (Ringbom 2007: 1). In closely related languages the potential for similarities is higher than in 
of non-related languages. This corpus-based study investigates the development of the use of local 
cases in learner Finnish, focusing on Estonian learners of Finnish and especially on identifying the 
effect of positive transfer.  
 
In Finnish and Estonian there are 14 - 15 cases, eight of which form a subsystem called local cases. 
The local case system is based on oppositions of directionality and quality and act like prepositions 
in Indo-European languages: TO in Finnish and Estonian the illative, allative and translative case, 
IN/ON/AT the inessive, adessive and essive case and FROM the elative and ablative case (Martin et 
al 2010: 64).  
 
Written data is collected from the L1 Estonian subcorpus of International Corpus of Learner Finnish 
- ICLFI, 86 178 tokens in total. To identify the effect of positive transfer ICLFI data is compared to 
the results of Sanna Mustonen’s study (Martin et al 2010: 64–67) on the development of the use of 
Finnish local cases in the Cefling Project. Comparison data consists of writing samples from adults 
taking the Finnish National Proficiency Certificate exams including more than 20 different L1 
backgrounds, 53 019 tokens in total. All texts from both corpora have been independently rated to be 
at a given CEFR level. To track the development of local cases DEMfad Model is used 
(Franceschina et al 2006). Language proficiency is commonly described as developing in three 
dimensions: complexity, accuracy, and fluency (the CAF-triad). In this study three dimensions, 
similar to CAF-triad, are being analysed: frequency, accuracy and distribution (fad in DEMfad). 
Distribution is described both as the usage of concrete phrases compared to abstract ones, and also as 
lexical diversity. Because of the small size of corpora, for statistical analysis the log-likelihood test is 
used. WordSmith Tools 5.0 is used for qualitative analysis. 
  
Presentation will focus on following research questions:  
 
How do the frequency, accuracy and distribution develop on different levels  
of language proficiency? 
 
Does the effect of transfer change qualitatively and quantitatively on different levels  
of language proficiency? How?  
 
Does the positive transfer lead to faster development of Finnish local cases used by L1 Estonian 
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learners of , measured as frequency, accuracy and distribution, compared to learners of other L1 
backgrounds?  
 
Preliminary results show that local cases emerge in learner language from early on regardless of their 
L1 background. The use of concrete expressions decline and the use of abstract expressions rise 
when the proficiency level rises. Text types could be a reason for this: in ICLFI corpus fictive texts 
change to argumentative at the level B1, as described in CEFR (2003). It could be assumed that 
argumentative texts lead learners to use local cases more in abstract meanings than fictive. 
 
Accuracy develops as expected in both corpora: as proficiency level rises the learners become more 
accurate. Data shows that concrete phrases are harder to produce by the means of accuracy than 
those with abstract meanings.  
 
Results show that despite the differences in the use of local cases in Estonian and Finnish, learners 
with closely related L1 acquire native-like level of frequency and accuracy at earlier stages than 
those of other language backgrounds. The development of accuracy shows that L1 Estonian learners 
achieve at least 89% accuracy in their use of local cases already at the level A2. The underlying 
objective similarities make it possible for learners to assume and perceive similarity across these 
languages. This is especially important in the early stages of learning. 
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Our paper aims to describe how TK-NHH, a multilingual corpus of texts translated by candidates 

sitting for the Norwegian national translator accreditation exam, can be used as a pedagogical 

tool for courses in specialized translation. TK-NHH contains texts produced by both successful 

and unsuccessful candidates and can as such be considered as a learner corpus. The use of corpus 

based studies is well established in translator training and translation research (e.g. Baker 2004; 

Monzo 2008; Biel 2010; Laviosa 2010). However, the TK-NHH is unique in its kind in terms of 

language combinations as well as the specialized domains covered, viz. economics, legal and 

technical domains and the production context. TK-NHH is a dynamic corpus and contains target 

texts in four languages (English, French, German and Spanish) of the same Norwegian source 

texts used for the accreditation exam from 2007 to 2012 (as of February 2013). The number of 

target texts varies according to the number of candidates sitting for the exam into each of the four 

languages in a given year, up to 33 target texts of the same source text. The texts are aligned 

(Hofland & Johansson 1998) and can be queried using the Corpus Work Bench (CWB) 

developed by IMS (Institut für Maschinelle Sprachverarbeitung. 

Our hypothesis is that variation in the translation of specialized terms may be a good indicator of 

the degree of difficulty posed by the term in question, contrary to what is the case in texts 

produced by domain experts (cf. Freixa 2006). Terms for which there are multiple translations in 

the corpus can be easily identified and classified using the CWB. Given the rapid increase in 

specialized terminology, both novice and expert translators are likely to come across unfamiliar 

terms that have not yet found their way into bilingual dictionaries. We are interested in exploring 

the coping strategies used by translators in an exam context where they have no internet access. 

We will focus on both culture bound terms for which there are no ready equivalents in the target 

languages, and culture neutral terms that may have a corresponding term in the target languages, 

but where expert knowledge is required to identify it. A typical example of the former is the 

Norwegian legal term medmor (female partner of a woman who has become pregnant through 

assisted reproductive technology (ART), the former assuming parental responsibility in lieu of 

the biological father) translated by the candidates into joint mother, co-mother, joint status as 

mother; mère associée, co-mère and Teilmutter, Mitmutter respectively in the languages under 

investigation. A typical example of the latter is kjernekapital  (core capital or tier 1 capital). This 

term occurs in the Norwegian transposition of an EU directive. Corresponding terms therefore 

exist in the official languages of all EU and EEA member states.  

Both in the case of culture bound and culture neutral terms, in depth knowledge of the conceptual 

system the terms belong to is the key to a felicitous translation. The various renderings found in 

the corpus not only give us insight into the cognitive processes used by the candidates, but can 

also be used to enhance learners’ translation quality assessment skills.  
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Finnish belongs to the Finno-Ugric language family and is particularly well known for its rich and 

complex morphology. Consisting of fifteen cases, the Finnish case system also comprises a partitive 

case, which is a typical case characterizing Finnic languages. In Finnish, the partitive is primarily 

used as one of the cases of the object, the existential subject and the predicative. More specifically, 

partitive case-marked noun phrases represent that side of the object, subject and predicative case 

alternations expressing aspectual unboundedness, negative polarity and quantitative unboundedness. 

Since these factors all affect Finnish object case-marking, partitive objects are licensed in aspectually 

unbounded and/or negated sentences, and in the case of objects denoting quantitatively unbounded 

entities (cf. for an example sentence in which all of these three factors are present). In contrast, the 

case-marking of the existential subject is merely affected by polarity and quantitative boundedness  

and predicative case-marking by quantitative boundedness only (cf. (2)-(5) for examples illustrating 

the nominative-partitive subject and predicative case alternations).  

 

(1) Hän ei rakasta lunta-Part.Sg ~ koiria-Part.Pl 

‘(S)he does not like snow ~ dogs’ 

 

(2) Pöydällä on ~ ei ole leipää-Part.Sg  

‘There is ( some) bread ~ no bread on the table’ 

(3) Pöydällä on leipä-Nom.Sg  

‘There is a loaf of bread on the table’ 

  

(4) Kahvi on hyvää-Part.Sg  

‘Coffee is nice’  

(5) Auto on uusi-Nom.Sg  

‘The car is new’. 

 

Probably as a consequence of the fact that the case alternations differ in certain respects and clear-cut 

grammar rules cannot always be formulated, the use of the partitive case remains a constant struggle 

for learners of Finnish. However, as the use of the partitive case is essentially similar in the closely 

related Estonian language (opposed to Finnish, Estonian can be characterized by slight differences 

with respect to the aspectual object case alternation, the presence of an additional existential sentence 

type and the lack of an equivalent to the Finnish nominative-partitive predicative case alternation), 

this study investigates the use of partitive objects, subjects and predicatives in writings produced by 

Estonian, German and Dutch learners of Finnish. By comparing the use of different partitive 

functions in groups of learners from a closely related L1 background (i.e. Estonian) and non-related 

L1 backgrounds (German/Dutch) at different levels of L2 proficiency, the current study aims to 

explore and explain how the presence versus absence of relevant prior linguistic knowledge and 

inter-/intralingual similarities upon which learners can draw is reflected in their writings. The study 
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hereby primarily builds on Jarvis’ (2000; 2010) rigid framework for identifying L1 influence. 

Because the study also aims to identify learners’ major stumbling blocks in the use of the Finnish 

partitive case (either shared by all groups of learners or encountered by specific groups of learners), 

the purpose of the study is basically two-fold in that it aims to provide valuable insights into the 

phenomena of inter- and intralingual influence, on the basis of which pedagogical implications can 

subsequently be drawn. 

Research materials (Estonian learner corpus 82,749 words; German LC 60,490; Dutch LC 47,753) 

were selected from the International Corpus of Learner Finnish (ICLFI - a written corpus containing 

homework assignments from university students of Finnish as a foreign language), aligned to the 

CEFR levels of proficiency (A1-C2) and analyzed on the basis of sets of combined error-frequency 

analyses, involving relative frequencies of occurrence, partitive-requiring contexts and partitive over- 

and underuse errors. 

As will be discussed, several intriguing instances of positive and negative L1 influence were detected 

in the Estonian learner corpus. On the whole, the Estonian learner corpus did not only generally 

show significantly fewer partitive errors than the remaining learner corpora but also specific error 

patterns (particularly at the lower proficiency levels) that were due to L1-L2 differences. In contrast, 

overgeneralization of L2 grammar rules was virtually absent from the Estonian learner corpus but 

particularly prevalent in the lower proficiency components of the remaining learner corpora.  

The conspicuous differences between the learners from related and non-related L1 backgrounds not 

only indicate that -and how- prior linguistic knowledge matters but also suggest that in order to 

potentially turn stumbling blocks into stepping stones, the teaching of the use of the partitive case to 

Estonian learners of Finnish should emphasize (subtle) L1-L2 differences, while learners from non-

related L1 backgrounds would particularly benefit from being assisted to gain additional insight into 

the similarities and differences between the case alternations.  
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One	  of	  the	  characteristics	  of	  the	  modern	  Japanese	  language	  is	  the	  abundance	  of	  
predominately	  European	  languages-‐based	  loanwords,	  or	  gairaigo,	  which	  
comprise	  an	  increasing	  proportion	  of	  its	  lexicon.	  While	  a	  strict	  definition	  of	  
loanwords	  might	  arguably	  include	  all	  Sino-‐Japanese	  words,	  we	  adopt	  the	  
definition	  proposed	  by	  Irwin	  (2011),	  which	  specifies	  gairaigo	  as	  foreign	  words	  
borrowed	  “…after	  the	  mid-‐16th	  century	  and	  whose	  meaning	  is	  (…)	  intelligible	  to	  
the	  general	  speech	  community”	  (p.	  10).	  	  Of	  interest	  among	  these,	  are	  those	  that	  
originate	  from	  English	  –	  over	  80%	  by	  the	  mid-‐1950s	  and	  still	  increasing	  (Irwin,	  
2011).	  A	  survey	  of	  a	  major	  Japanese	  dictionary	  in	  1989	  found	  10%	  of	  words	  
were	  borrowed	  (Masui,	  1999	  as	  cited	  in	  Tomoda,	  2005).	  While	  many	  of	  these	  
words	  are	  highly	  specialized,	  usage	  of	  more	  common	  words	  in	  television,	  
advertising,	  newspapers,	  and	  conversation	  is	  well	  documented	  (e.g.,	  Ohshima,	  
1994;	  Tomoda,	  1999;	  2005),	  and	  they	  serve	  various	  functions	  from	  filling	  lexical	  
gaps	  to	  adding	  ‘special	  effect’	  to	  Japanese	  words	  with	  similar	  meanings.	  	  	  

Daulton	  (2008)	  has	  demonstrated	  that	  a	  large	  proportion	  of	  the	  BNC	  3000	  
most	  frequent	  word	  families	  are	  present	  in	  Japanese	  as	  loanwords.	  In	  the	  second	  
language	  acquisition	  process,	  these	  loanwords	  may	  function	  as	  a	  form	  of	  cognate,	  
which	  invites	  the	  question	  of	  their	  role	  in	  English	  language	  acquisition	  among	  
Japanese	  learners.	  In	  terms	  of	  receptive	  skills,	  loanwords	  have	  been	  shown	  to	  
facilitate	  aural	  comprehension	  (Brown	  &	  Williams,	  1985)	  and	  vocabulary	  recall	  
and	  recognition	  (Daulton,	  1998).	  	  Two	  corpus-‐based	  studies	  by	  Daulton	  (2003;	  
2008)	  examined	  the	  effect	  of	  loanwords	  in	  written	  production.	  In	  these	  
investigations	  of	  Japanese	  college	  students’	  English	  writing,	  he	  found	  a	  strong	  
preference	  for	  using	  loanwords	  compared	  with	  non-‐loanwords	  in	  the	  first	  2000	  
most	  frequent	  word	  families	  in	  the	  BNC.	  	  	  

If	  Japanese	  learners	  of	  English	  do	  indeed	  prefer	  using	  loanword	  cognates,	  it	  
is	  important	  to	  confirm	  this	  and	  broaden	  the	  scope	  of	  inquiry.	  The	  present	  study	  
seeks	  to:	  (1)	  observe	  whether	  a	  loanword	  preference	  is	  evident	  in	  the	  writing	  of	  
Japanese	  university	  English	  language	  majors,	  (2)	  observe	  any	  changes	  that	  occur	  
over	  a	  one-‐year	  period,	  (3)	  observe	  any	  differences	  in	  loanword	  deployment	  
between	  two	  genres,	  and	  (4)	  compare	  Japanese	  writers’	  loanword	  deployment	  
patterns	  with	  those	  of	  NSs.	  	  The	  corpora	  are	  comprised	  of	  timed	  written	  
responses,	  without	  use	  of	  dictionaries,	  to	  two	  prompts.	  The	  first	  prompt	  elicited	  
a	  narrative	  by	  asking	  writers	  to	  tell	  the	  story	  of	  two	  friends	  who	  go	  shopping	  
with	  one	  coming	  home	  sad	  and	  the	  other	  happy.	  The	  second	  elicited	  an	  
argumentative	  writing	  sample	  by	  asking	  students	  to	  discuss	  advantages	  and	  
disadvantages	  of	  studying	  abroad.	  The	  NNS	  writers	  were	  170	  Japanese	  
university	  students	  aged	  18-‐20,	  and	  a	  second	  sample	  was	  obtained	  from	  the	  
same	  students	  one	  year	  later	  (57,701	  words).	  Writing	  samples	  from	  29	  NSs	  
(American	  university	  students),	  in	  response	  to	  the	  same	  two	  prompts,	  comprise	  
another	  corpus	  for	  comparison	  (26,967	  words).	  	  

These	  corpora	  were	  submitted	  to	  two	  vocabulary	  profile	  analyses:	  the	  first	  
using	  the	  BNC	  3000	  (Nation,	  2004)	  wordlists	  and	  the	  second	  using	  subsets	  of	  
these	  three	  wordlists	  comprised	  only	  of	  corresponding	  loanwords	  (Daulton,	  
2008).	  From	  these	  two	  profiles,	  the	  proportion	  of	  loanwords,	  whose	  frequent	  
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deployment	  may	  be	  attributed	  to	  a	  ‘loanword	  effect’,	  can	  be	  determined.	  In	  
addition,	  measures	  of	  lexical	  diversity,	  and	  frequency	  lists	  provide	  a	  closer	  
description	  of	  the	  writing.	  

The	  results	  show	  a	  surprisingly	  consistent	  pattern	  of	  loanword	  deployment	  
among	  the	  NNSs.	  While	  vocabulary	  profiles	  show	  variation	  between	  the	  
frequency	  bands,	  the	  overall	  proportions	  of	  loanwords	  show	  no	  significant	  
difference	  between	  genres	  or	  between	  the	  two	  points	  in	  time.	  	  Japanese	  writers	  
do	  however	  exhibit	  a	  stronger	  preference	  for	  loanwords	  in	  their	  texts	  than	  NSs	  
at	  both	  points	  in	  time	  and	  in	  both	  genres.	  Within	  NSs’	  writing	  samples,	  
deployment	  of	  ‘loanwords’	  differs	  with	  genre,	  with	  fewer	  loanwords	  present	  in	  
argumentative	  writing.	  As	  expected,	  lexical	  diversity	  is	  much	  greater	  in	  NS	  
writing,	  with	  NNSs	  relying	  on	  the	  repetition	  of	  fewer	  types.	  	  

The	  results	  can	  be	  interpreted	  as	  tentatively	  supporting	  Daulton’s	  (2008)	  
observed	  ‘borrowed	  word	  effect’	  but	  not	  to	  the	  degree	  to	  which	  his	  data	  show.	  It	  
is	  difficult	  to	  say	  what	  distribution	  of	  loanwords	  versus	  non-‐loanwords	  should	  
be	  expected.	  However,	  the	  NS	  data	  offers	  a	  baseline	  with	  which	  the	  NNS	  data	  
may	  be	  compared,	  and	  if	  this	  can	  be	  interpreted	  as	  a	  norm,	  then	  there	  is	  some	  
preference	  for	  loanword	  cognates	  evident	  among	  Japanese	  NNSs.	  The	  analysis	  of	  
lexical	  diversity	  shows	  greater	  diversity	  in	  NS	  writing	  (even	  within	  the	  loanword	  
subset)	  as	  may	  be	  expected.	  So	  while	  the	  proportions	  differ	  moderately,	  there	  is	  
heavy	  reliance	  on	  specific	  (loan)	  words	  by	  NNS	  revealed	  by	  word	  frequencies.	  
Additionally,	  examination	  of	  some	  loanwords	  in	  context	  suggests	  cases	  of	  
negative	  transfer	  in	  which	  Japanese	  usage	  patterns	  are	  apparent	  but	  
inappropriate.	  Optimism	  about	  the	  usefulness	  of	  cognates	  as	  a	  resource	  for	  
Japanese	  learners	  is	  worth	  consideration;	  but	  it	  appears	  that	  while	  they	  may	  
contribute	  to	  fluency	  of	  production,	  they	  should	  be	  treated	  with	  caution.	  
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In this demo, we will present the corpus design, the contents and the Web-based corpus 
management platform of Norsk andrespråkskorpus (ASK) which has been extensively used in the 
Askeladden project at the University of Bergen. 
The Ask corpus is accessible in a newly designed and implemented corpus management platform 
(Corpuscle, developed at Uni Resarch AS) which is also in use for several other, quite diverse 
corpora at the University of Bergen, and which will eventually be open-sourced. The rationale for 
devising yet at new tool rather than adopting an existing corpus tool like CorpusWorkbench was 
our need for full support of hierarchically structured data (XML), improved query execution 
speed, and a seamless integration of manual corpus annotation and editing. In addition, there is 
built-in support for multi-valued and set-valued attributes, as well as full support of the Unicode 
Basic Multilingual Plane (BMP). Secure user authentication is provided via Feide (the Norwegian 
Identity provider for the educational sector), and the system comes with a fine-grained 
authorization scheme. The corpus platform is accessible through the European Clarin initiative 
(via the national Clarino centres). 
ASK is a corpus of 1700 essays written by learners of Norwegian as a second language with ten 
different first languages. German, Dutch, English, Spanish, Russian, Polish, Bosnian-Croatian-
Serbian, Albanian, Vietnamese and Somali.  There is also a control corpus of 200 essays written 
under the same conditions by native speakers of Norwegian. 
The essays are collected from two different tests in Norwegian, one intermediate level test and 
one advanced level test. This makes the textual data within each test level homogeneous when it 
comes to both test conditions and text type. The essays from the intermediate test level are mainly 
expository and the essays from the advanced level test is mainly argumentative. In a recent 
project most of the essays were reassessed for proficiency levels in accordance with the common 
European Framework of Reference for Languages by ten different assessors. 
The corpus texts are annotated with grammatical categories, lemmas and error codes. They also 
contain metadata of each text including several personal variables such as age, home country, 
education, length of residence in Norway, type and intensity of language instruction, other second 
languages etc. The interface makes it possible to form different kinds of sub-corpora, to 
formulate different kinds of queries at the lexical, morphological and syntactical level, and to 
study correlations with personal variables. Personal variables can be used to form sub-corpora 
before the query, and can also be displayed in the concordance in columns.  
Word level annotation (lemma, detailed part of speech and grammatical function) is performed 
automatically by the Oslo-Bergen-Tagger, and the POS tagging is manually post-edited. A set of 
error codes has been manually assigned together with suggested corrections. Specific guidelines 
for error tagging were developed to avoid theoretical bias and ensuring that the error codes only 
represent theory neutral descriptions of the learner language. 
The inserted corrections are used for generating a searchable parallel corpus containing sentence-
aligned original and corrected versions of the learners’ essays. This allows powerful queries 
combining a specific construction in the learners’ texts with a specific correction, or a specific 
error code, such as “M” (something missing) a missing preposition in learners’ texts, may be 
corrected to the preposition på. 
The new interface has been updated with an extended query language, a new concordance format 
and a new download function. In the Web-based user interface, queries can be formulated 
directly in a query language or can be composed through menu choices. The search menu allows 
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of the creation of sub-corpora based on first language, proficiency level, text topic or other 
variables, and also a combination of several variables. The menu also allows of the combination 
of different linguistic features in one position in the corpus or in sequences of positions.  
The query results can be viewed in different types of concordances, also in a parallel concordance 
of learner language and the corrected version. There is a link between the concordance and the 
individual texts, which makes it possible to access the whole texts in a separate window.  
The demonstration will be based on the fully functional corpus and its interface and will focus on 
query composition, including the combination of grammatical constructions with personal 
variables, the error codes and the proposed corrections. 
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Within the field of second language acquisition (SLA), the effect of residence/study abroad on 
language development has received a considerable amount of attention (see reviews by Collentine, 
2009; Kinginger, 2011); yet, much of the research to date has suffered from major weaknesses in 
research design and statistical precision (Rees & Klapper, 2008). For example, most studies tend to 
measure linguistic development pre- and post  a  stay  abroad,  without  investigating  how  participants’  
language develops while they are there. Additionally, many studies tend to focus primarily on oral 
skills (e.g., fluency) elicited through a proficiency-based interview or a picture-based narrative 
without   investigating   learners’   language   use   across   different   task   types,   whether   oral   or   written.  
Vocabulary development is one area of linguistic development that has received far less attention in 
residence/ study abroad research despite its popularity in second language research in general (e.g., 
Daller et al., 2007; Milton, 2009). Of the few studies investigating vocabulary development in the 
residence/study abroad context, most have adopted measures of receptive vocabulary knowledge 
(e.g., Dewey, 2008). One notable exception is Foster (2009) who investigated productive lexical 
knowledge using D, a measure of lexical diversity (Malvern & Richards, 2002), and found that 
compared to at-home learners, those who studied abroad performed similarly to native speakers. In 
recent research D has proven to be a more reliable measure of lexical diversity because it is less 
affected by text length than a measure such as type-token ratio (see McCarthy & Jarvis, 2007). It 
has also been shown to correlate with measures of general language proficiency (Yu, 2009; Tracy-
Ventura et al., to appear).   
 
With this in mind, the current study investigates productive vocabulary development before, during 
and after residence abroad through the use of a learner corpus approach and focuses on the 
following research questions:  

1)  Does  learners’  lexical  diversity  (as  measured  by  D)  change  over  time?   

2) Are there differences in lexical diversity across tasks (oral vs written)?  

3) Do task topics/prompts influence D scores?  

Two new longitudinal learner corpora will be introduced which were compiled as part of a large- 
scale project on the acquisition of French and Spanish before, during, and after a 9- month stay 
abroad. Two parallel corpora (each around 300,000 words) include both oral and written data 
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collected six times over 20 months, including three visits whilst abroad.  Participants were students 
of L2 Spanish (n=27) and L2 French (n=29) at a British university spending their third year of a 
four-year degree in either France, Spain or Mexico. Native speakers (n=10 for each language) also 
completed all the same tasks at one time. Oral and written data were formatted in CHAT for use 
with the CLAN program (free from CHILDES, see MacWhinney, 2000).  In addition to presenting 
the design of the corpus, we present a case-study demonstrating how these two longitudinal learner 
corpora can be used to investigate language learning during residence abroad. We investigate 
development of lexical diversity using D (Malvern & Richards, 2002; computable using the CLAN 
program) in three different tasks: 1) a semi-structured oral interview, 2) an oral picture-based 
narrative, and 3) a written argumentative essay. All three tasks were administered at each data 
collection cycle allowing us to investigate change in scores over time. The oral interview included 
different questions at each data collection cycle. In contrast, three prompts were used in sequence 
for the writing and three picture-based narratives were used in sequence in the oral retells. As a 
result, every prompt or story was repeated once each allowing us to also test for an influence of 
topics/prompts on D scores (following Foster, 2009; Yu, 2009).   

By taking a longitudinal learner corpus approach we demonstrate that both sets of learners show 
significant gains in lexical diversity in their oral production from early on in their stay abroad 
whereas development in written production is slower to develop. In particular, the biggest change in 
D scores on the oral interview was between the pretest and visit 1 abroad, with little change during 
visits 1-3.  In  contrast,  learners’  D  scores  in  written  production  decreased  from  the  pretest  to  visit  1  
abroad but changes were evident between visits 1-3. The results also demonstrate clear effects of 
task type (interview, narrative, argumentative essay) with the lowest D scores appearing overall on 
the narratives.  Task prompts and the content of narratives also appear to influence D scores as 
evidenced from learners and native speakers alike. That is, certain writing prompts and narratives 
tended to elicit higher D scores than others. These results suggest that lexical diversity improves 
throughout a stay abroad and that when measuring development of lexical diversity longitudinally, 
the type of elicitation task and prompts used should be carefully chosen. Furthermore, having both 
oral and written language samples can provide the most reliable evidence of vocabulary 
development during a stay abroad.      
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Why is it that even at advanced levels of acquisition Dutch EFL learners produce texts which can 

instantly be recognized as having been written by a native speaker of Dutch, in spite of the absence 

of obvious errors in grammar or lexis?  As Carroll and Lambert have noted, “the learning problem at 

advanced stages of learning is not one of linguistic form” (2003: 270). Rather, advanced learners 

differ from native speakers in the  frequency with which they use structures available in the language 

and in the application of language-dependent principles of information structure (Carroll & Lambert 

2003; Callies 2009).  

One particularly problematic area for Dutch EFL learners seems to be the information status 

of pre-subject adverbials. Unlike English, Dutch has a multifunctional pre-subject position, often 

occupied by adverbials which connect the sentence to the preceding discourse. While in Dutch pre-

subject adverbials can function as neutral discourse links, in English, if adverbials can be fronted at 

all, it is in most cases “a very marked choice” (Biber et al. 1999: 803). 

In order to determine how exactly Dutch EFL student writers differ from native writers in 

their use of pre-subject adverbial phrases, we evaluated the use of pre-subject adverbial phrases in a 

longitudinal corpus of texts written by Dutch students of English between their first and fourth year 

at university. This corpus, which is the Dutch component of LONGDALE (Granger 2009), includes 

essays on various aspects of British and American literature and culture as well as shorter 

argumentative in-class assignments which had to be completed within thirty minutes, which we 

analyzed separately. We used two native speaker reference corpora: the Louvain Corpus of Native 

English Essays (LOCNESS), consisting of written work by native speaker students comparable in 

age and academic background, and the VU Native Speaker Published Research Article Corpus 

(VUNSPRAC) compiled by Philip Springer (2012), representing the level of professional academic 

writing our student writers are hoping to achieve. These corpora were parsed using the Stanford 

Parser (Klein and Manning 2003), after which pre-subject adverbials were filtered out with Corpus 

Studio (Komen 2012). This procedure resulted in a database of over 10,000 adverbials, which were 

then categorized according to their function label (e.g. 'instrument', 'addition', 'place') as well as their 

discourse status ('identity', 'inferred', 'assumed', 'new' or 'inert') and distance to their antecedent (-1, -

2, etc.).  

Initial results show that advanced Dutch learners of English overuse categories of pre-subject 

adverbials that link back to the directly preceding discourse, most notably (pronominal) addition 

adverbials such as 'apart from that', 'on top of that' and 'next to that', and  place adverbials such as 'in 

the novel' or 'in his poem'. There are clear differences between the two text types: while the in-class 

assignments use twice as many 'addition' adverbials compared to the essays, the essays, in their turn, 

use over three times as many 'place' adverbials. Although there is a clear development in the 

direction of native writing, transfer of information structural features of Dutch can still be observed 

even after three years of extended academic exposure. 
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We present an experimental study which aims at testing to what extent concordance lines can aid 
language learners to correct different types of collocation errors. The relation between corpus and 
collocation learning is twofold: on the one hand, corpus studies have singled out collocations as 
an important problem area for second language learning (Granger 1998; Nesselhauf 2005); on the 
other hand, corpora have also been suggested as an especially adequate resource for teaching 
collocations (e.g. Kilgarriff 2009; Chang et al. 2008). Furthermore, in the field of second 
language acquisition, it has been noted that classroom activities with corpora not only provide a 
valid context for language learning through the observation, selection and use of language items, 
but they also enhance learners’ skills in and hence promote autonomous learning (e.g. Chambers 
and O’Sullivan (2004).  
The specific case of using corpora as an aid for students to correct their own writing was 
examined by a number of authors (e.g. Chambers & O'Sullivan 2004; Wu et al. 2009). Our study 
is carried out in the framework of a research project which aims at the development of an active 
collocation learning environment including a writing aid tool for learners of Spanish. In order to 
better understand the nature of errors made by learners when using collocations, we annotated a 
part of the CEDEL2 learner corpus (Lozano 2009).  One of the outcomes of the annotation 
process was a fine-grained typology of collocation errors (Alonso Ramos et al. 2010; Wanner et 
al. 2013). Since the system being developed in the framework of the project provides feedback to 
users in the form of concordances, we thought it was necessary to verify whether the errors 
included in our typology can be autonomously corrected by learners with the help of concordance 
lines. Accordingly, we designed an experimental study that aims to answer the following 
questions: 1) The correction of what error types poses more difficulty for the students when 
presented with the concordance lines? 2) What problems can we foresee in the case of each error 
type when offering automatic feedback? 3) What criteria should be observed when it comes to the 
automatic selection and presentation of feedback concordance lines in order to better assist 
students in the revision of collocation errors? 
The experiment described in our study is carried out with students of Spanish as a second 
language. Subjects are given 20 sentences extracted from the annotated CEDEL2 learner corpus, 
each of which contains one or more collocation errors. The sample is put together in a way that it 
is considered to be representative of the different error types described in the error typology. In 
the course of the experiment, participants are asked to revise erroneous segments marked in the 
sentences, first without any aid and, second, with the help of concordance data either in the form 
of full sentences, or in the form of short segments representing commonly used patterns of the 
collocation. In the full version of our presentation, we will discuss the results of this experiment, 
and its implications for the design of the learning tool.  
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One of the areas identified as problematic for advanced learners is the native-like use of multi-

word units (MWUs), which often serve to express rhetorical functions (RFs) in written 

discourse (e.g. as an example; in contrast to) (e.g. Granger 1998; Paquot 2008, 2010). Learner 

Corpus Research has revealed that learners tend to use certain units more frequently than 

English native speakers and often make unidiomatic choices in terms of their use in discourse 

(e.g. Crew 1990; Granger & Petch-Tyson 1996). The general research methodology adopted in 

Learner Corpus Research (LCR) has been contrastive, i.e. learner language production has been 

compared with that of English native speakers, where the latter has been used as a kind of 

yardstick against which features of learner writing have been characterized as non-native-like. 

Valuable as it has been for identifying differences in learners’ and native speakers’ language 

use, this kind of approach, however, does not offer a comprehensive list of possible 

explanations of learners’ choices and thus fails to provide a full picture of learners’ language 

use in writing. Meanwhile,  a  variationist  perspective  on  learner  production  considering  a  

possible  influence  of variables (e.g. genre, task setting, etc.), has a potential to provide missing 

information on (hidden) systematicity in learners’ linguistic behaviour. Yet, studies combining 

contrastive and variationist perspectives in their analysis of written interlanguage are still 

scarce (cf. however, Ädel 2008; Paquot et al. 2011). Thus, for example, the majority of LCR 

studies of written interlanguage to date deal with learners’ production of essays and not with 

writing of other genres, like research papers, abstracts, etc. (cf. however, Römer  2009;  Wulff  

&  Römer  2009).   

This study serves to exemplify a possible way of combining contrastive and variationist 

frameworks to investigate German learners’ use of the MWUs on the one hand/ on the other 

hand, which often co-occur in a stretch of discourse, in argumentative essays and research 

papers, and addresses the following research questions: 

 
1. Is there variation found as to learners’ preference of one of the variants (e.g. 

“correlative” on the one hand/ on the other hand or “non-correlative” on the other hand 

(Bell 2004)) in writing? 

 
2. Are certain variants preferred over others in certain RFs and/ or in a particular 

sentence position in learner writing? 

 
3. Is variation in learners’ use of these MWUs determined by genre/ text type as a 

plausible variable? 
 

4. To what extent is learners’ use of these MWUs similar/ different to that of native 

speakers? 

 
The analysis primarily draws on the German components of two types of learner corpora, i.e. 

the International Corpus of Learner English (ICLE) (Granger et al. 2009) and the pilot version 

of the Corpus of Academic Learner English (CALE), a Language for Specific Purposes learner 

corpus. Additionally, a selection of native-speaker texts will be examined. Preliminary results 

indicate a tendency of learners to prefer one of the two variants of the MWUs in expressing the 

RFs of contrast and listing in argumentative essays and research papers. 
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